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Language and artificial intelligence

The Turing test: http://www.bbc.com/news/technology-18475646
The Turing test in science fiction: https://www.youtube.com/watch?v=ChJVaTqU2So 
The Turing test in real life: ELIZA, Eugene: https://www.yahoo.com/tech/our-interview-with-turing-test-winner-eugene-goostman-88482732919.html 
http://kereses.blog.hu/2015/01/13/miert_nem_kell_felni_attol_hogy_a_mesterseges_intelligencia_atveszi_felettunk_a_hatalmat  Hungarian article with a lot of ENGLISH LINKS embedded
ELIZA - a program developed in the mid-1960s at MIT. A dialogue with ELIZA:

U(ser): Men are all alike.




E: In what way?

U: They are always bugging us about something or other.
E: Can you think of a specific 









example?

U: Well, my boyfriend made me come here.


E: Your boyfriend made you come 








here.

U: He says I’m depressed much of the time.


E: I am sorry to hear you are 









depressed.

U: It’s true, I am unhappy.




E: Do you think coming here will help 








you not to be unhappy?

U: I need some help: that much seems certain.


E: What would it mean to you if you 







got some help?

U: Perhaps I could learn to get along with my mother.

E: Tell me more about your family.

U: My mother takes care of me.




E: Who else in your family takes care 








of you?

U: My father.






E: Your father.

U: You are like my father in some ways.


E: What resemblence do you see?

A funnier version showing potential problems: https://www.deviantart.com/officiallyabi/art/Chatting-with-Dr-Eliza-67533780
This program must be one of the most popular AI programs of all time, and versions of it exist for most machines, including most personal computers. ELIZA was never claimed  to embody a theory of language comprehension or production, but it serves as an excellent example as its behavior initially seems impressive. The system plays the role of a therapist and, to obtain the best results, the user should correspondingly play the role of a patient.

Here is a simple description of how ELIZA works. There is a database of particular words that are called keywords.. For each keyword, the system stores an integer, a pattern to match against the input, and a specification of the output. The algorithm is as follows: Given a sentence S, find a keyword in S whose pattern matches S. If there is more than one keyword, pick the one with the highest integer value. Use the output specification that is associated with this keyword to generate the next sentence. If there are no keywords, generate an innocuous continuation statement, such as Tell me more or GO on.

?X are you ?X   Why are you looking at me?

?X: variables

the output specification may use the same variables after making some minor changes, e.g. in pronouns: Would you prefer it if I weren’t looking at you?

Reasons for the success of ELIZA:

1. When people hear or read a sequence of words that they understand as a sentence, they attribute meaning to the sentence and assume that the person (or machine) that produced the sentence actually intended the meaning. People are extremely good at distinguishing word meanings and interpreting sentences to fit the context. Thus ELIZA appears to be intelligent because you use your own intelligence to make sense of what it says.

2. Other crucial characteristics of the conversational setting also aid in sustaining the illusion of intelligence. For instance, the system does not need any world knowledge because it never has to make a claim, support an argument, or answer a question. Rather, it simply asks a series of questions. Except in a patient-therapist situation, this would be unacceptable. ELIZA evades all direct questions by responding with another question, such as Why do you ask? There is no way to force the program to say something concrete about any topic.

Exercise:

How can you demonstrate that the program does not understand?

taken from: 

Allen, James 1994. Natural Language Understanding. Benjamin/Cummings, Redwood City, CA

2010/2011: Watson
The best video on the Jeopardy game:

https://www.youtube.com/watch?v=YgYSv2KSyWg
… and loads of data on how Watson works, google it! One of the best: https://www.youtube.com/watch?v=d_yXV22O6n4
Watson takes on Congress 

	
	By: CNN's Alison Harding


Washington (CNN) - Some brave - and curious - members of Congress made their way over to a Capitol Hill hotel Monday evening to square off against a recent "Jeopardy!" sensation named Watson, the IBM-powered supercomputer who handily defeated the game show's two most successful contestants in history.

IBM invited the congressmen to an informal game of Jeopardy! in order to demonstrate the computer's technology, called "automatic, open domain question answering," which returns answers to complex queries in "natural language," providing users with better access to "unstructured information," said IBM Research scientist Dr. Eric Brown.

Brown, a member of the 25-person team that developed Watson, hosted the congressional contest Monday night.

In the first round, Rep. Rush Holt, D-New Jersey, and Rep. Bill Cassidy, R-Louisiana, sparred with (a slightly slower version of) the computer, appearing in its now-familiar avatar form, although Watson quickly delighted the crowd of IBM employees and congressional staffers with his quick, human-like answers.

When given the clue, "Ambrose Bierce described this as a temporary insanity cured by marriage," for example, Watson beat both congressmen to the buzzer, answering confidently, "What is love?"

Holt, a five-time Jeopardy! champion, managed to hold his own against Watson for most of the round, but even he could not match Watson's quick wit in the "Always in Fashion" category. In fairness though, perhaps Watson was at an (even) higher advantage in this city, which is known more for its political savvy than its fashion prowess.

After beating Watson $8,600 to $6,200, Holt expressed admiration for the machine, saying the technology has the potential to be extremely useful in situations that require tough decision-making, such as medical diagnosis, air traffic control, and situations that require piecing together bits of knowledge.

Such technology can also be extremely helpful in emergencies, like an outbreak of a food-borne illness or a natural disaster, said Chris Padilla, vice president of IBM Governmental Programs.

"In the modern world, we're all flooded with information," Padilla said. "What Watson can do, is go through all of that data, and in response to a natural language question, rank the order of likely responses in terms of what you asked it in the first place."

In the case of a food borne illness, Watson could "evaluate all the symptoms people are experiencing, help you evaluate what the various causes could be, and determine what types of controls should be put in place in terms of certain food not being sold," Padilla said.

Brown said his team is close to getting the technology to a point where it is ready for everyday use in the worlds of business and government.
Robots: https://www.youtube.com/watch?v=MaTfzYDZG8c,

https://www.youtube.com/watch?v=UIWWLg4wLEY
Articulation: https://www.youtube.com/watch?v=HmSYnOvEueo 
Chatbots: https://www.youtube.com/watch?v=WnzlbyTZsQY 
Machine learning: not only by using specific programmes but by providing a lot of data (the letter A, smiling)
WHY ARE WE TALKING ABOUT IT HERE AT ALL?

Easier to relate to the three central questions of linguistics:

	1. What is language?

	2. What do we know when we know (a) language?

	3. How is this knowledge acquired?


