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Abstract

The purpose of the present study is to provideraanlyc semantic analysis of structures
containing cataphoric reference. After introducihg problem from the points of view of the
syntax-semantics interface, and the semantics-@tgsninterface in section two, section
three reviews the problem of anaphors and two Wwedwn frameworks that provide a
semantic treatment for them; namely, Discourse &ssprtation Theory and Dynamic
Predicate Logic. Section three provides a pardtlelthe problem of cataphors detailed in
section four, which also includes a brief recounprmposed analyses within the frameworks
of Discourse Representation Theory and Dynamic iBmdSection five introduces two novel
solutions for the treatment of cataphoric strucut®th of which are compatible with a DPL
framework with a referent system (such as the or@areference and Modality (1996)). The
alternatives: (1) prohibiting semantically freeiahies, and (2) introducing interim discourse
referents as transient objects with which syntadllicfree variables can be associated. The
study concludes by arguing for the latter alterrggtivhich—although a simple change in the
system—provides a more refined analysis that hasetkpressive power to account for
cataphoric structures without changing the ordethef cataphor-antecedent sequence, thus
representing more closely the hearer’'s interpmtatof cataphors in natural language

discourse.
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1. Introduction

The subject of this study are cataphoric—or back&anaphoric—constructions
found in native English speakers’ speech and vgitBpecial focus is given to pronominal
cataphors with an indefinite noun phrase postce@dthbugh reference is made to cataphors
of other types as well. As for structural specfifigas, interclausal and inter-sentential
cataphors are examined more thoroughly. Howevearatgphors, similarly to anaphors, can
and do spread across larger chunks of discounisgpltenomenon is also of interest to this
study.

The answer to the question as to why this subjemtilsl be of importance is manifold.
First, a very simple reason comes to mind: as ablamguage phenomena, cataphoric
constructions deserve an analysis. To my knowleldg@ever, they have largely been
neglected—there are studies, but they are s¢&eeond, in the past few decades, linguists
and logicians have given much attention to themss/phenomena, anaphoric structures,
especially to the theoretically challenging donkeptence$.In the proposed theories and
solutions for sentences containing anaphors—dookeyherwise—there is next to nothing
on sentences with cataphors, which might turn @lgnd themselves readily to semantic
analysis. Furthermore, cataphoric constructiongap pose a threat to compositionality, as
their interpretation heavily depends on contextof@rmation that is provided as a
postcedent, i.e. after the pronoun. The principleoonpositionality in its least theoretically
loaded phrasing given by Barbara H. Partee reattdlag/s: “the meaning of an expression is

a function of the meanings of its parts and ofvilag they are syntactically combined”

! One possible reason for this neglect could beahantirely satisfactory analysis of anaphors ¢whi
may be considered the reverse of cataphors) i®yet developed. However, with advancements inréteal
frameworks such as Discourse Representation ThBgrnamic Predicate Logic, and Update Semanticsetise
no reason why one should not make an attempt &tzing both these phenomena alongside one another.

2 Introduced in Geach (1962).



(Partee, 2004, p. 153). Frege’s Princigiows for a rule-by-rule analysis and modellihgtt
a number of theoretical frameworks employ and baiidn their methodology, and a possible
threat to a principle of such constitutive sigrafice should not be overlooked. The three
primary reasons for studying cataphors are thus sketus as natural language phenomena,
their relation to anaphoric structures, and thaie in potentially undermining or
strengthening the Principle of Compositionality.

As it was mentioned earlier, scholarly works witfoamal analysis of cataphors are
not numerous. Two important studies on the sulgexthose of Gennaro Chierchia (1995)
and Ronnie Cann and Catriona McPherson (1999).r&hee(1995) devotes a chapter to
related structures entitled “Extensions: Reconsitsac Topicalization, and Crossover” in
Dynamics of Meaning: Anaphora, Presupposition, #r@Theory of Grammamcorporating
them in his system of Dynamic Binding. His the@yidevelopment of dynamic Discourse
Representation Theory (DRT (Kamp, 1981), File ClgaBgmantics or FCS (Heim, 1982))
“recast ... in a version of Montague’s Intensionagiod (Chierchia, 1995, p. 78).

Cann and McPherson also opt for a DRT analysikeir unpublished manuscript
“Interclausal Cataphora in English”. They discuskeagth the possible structures in which
cataphors can occur; however, they admit that Eavesmall pilot tests”, they conducted no
serious empirical research to determine the acbaipyeof their example sentences (Cann
and McPherson, 1999, p. 15).

Other works on cataphora include Silvia Bruti’s @afCataphoric complexity in
Spoken English”, which is a corpus-based exployastudy inDiscourse Patterns in Spoken
and Written Corporg2004), Guy Carden’s “Backwards Anaphora in DigseuContext”

(1982), Valentina Binachi's “A Note on Backward Asteora” (2010), and an experimental

® Named after logician Gottlob Frege. On the contaliy versus compositionality principle
controversy, see Hans Rott’s “Fregean Elucidati¢h899).



study by Nina Kazanina, et al. “The effect of sytitaconstraints on the processing of
backwards anaphora”, published in 2007.

Unlike cataphora, anaphora has been the subjettidy in the fields of syntax and
semantics for a long period of time, and—being walldied—it has been tested in a number
of theoretical frameworks. In syntactic theory,rthare solutions for anaphora resolution
already in Government and Binding Theory and lat¢he Minimalist Program. In semantics
and logic, Richard Montague had a significant rolaying down the foundations of what is
today the formal study of meaning. Embracing thadisle of Compositionality, he
developed a tool for the representation of natarajuage in logic, which logicians and
linguists later built on to propose their own treant of anaphoric structures.

As mentioned earlier, donkey sentences receivedmbithe attention. Besides the
Discourse Representation Theoretical handlingbedd structures, another route emerged in
dynamic semantics. An important step, Dynamic RagdiLogic, was developed in
Groenendijk and Stokhof (1991) and further improwatth the addition of ideas from update
semantics in Groenendijk, Stokhof, and Veltman G9BPL offers a compositional
treatment of discourse, including structures withkey anaphor®.

At the very beginning of their 1991 paper, Groengrahd Stokhof state that “no
attempts are made to improve on existing theonagirgcally” (p.1). That being the case,
they do not expand the number or nature of thaulgtg phenomena to be examined, leaving
thus far neglected structures, such as interclaughinter-sentential cataphora, untouched.
This is the point at which the current study jam®n the conversation.

Two alternative analyses are offered for the treatnof cataphors within the slightly

modified dynamic semantic framework of Groenendgtgkhof, and Veltman (1996). The

* They emphasize that compositionality is a methogichl principle, not a cognitive or empirical one

(Groenendijk and Stokhof, 1991, p.1).



first one proposes an alternative handling of fragables in a given discourse context,
asserting that, despite of what the 1996 framewadgests, variables introduce a discourse
referent of their own when no other referent isilaée for them to be associated with. The
details of this route are worked out in subsecliéh2.1. The second route introduces a minor
change in making the referent system a two-soned Bendered thus, the referent system is
the union of active discourse referents and thdyewroduced system of interim pegs,

which work as transient discourse referents intceduoy free variables. This route is detailed
in subsection 5.2.2.2. Sample analyses follow th@sesubsections in 5.2.2.3.

The aim of this study is thus to propose a treatroéstructures containing cataphora
within the framework of dynamic semantics as depetbin the works of Jeroen Groenendijk,
Martin Stokhof and Frank Veltman. In order to cocidal thorough study on cataphors,
however, it is important first to consider the éxig literature on anaphors as well as
cataphors, including studies in the DRT traditiod ather semantic frameworks, which will
be the subject of section 3 and section 4 respagtivafter the introduction of the problem in
more detail in section 2. Section 5 introducespiftposed analyses of cataphoric structures.
The last section concludes the study.

Throughout the study, | tried to use examples td#rahces that are original in the
sense that either they were collected from realddnversations over the past two years
(2014-2015), or from other studies that worked wathl-life instances. Other examples are
short excerpts from literary works. Despite thef$erts, some of the sentences remain
textbook examples (collected from Groenendijk &Kdiaf's, Chierchia’s and Cann &
McPherson’s works). To provide an acceptable ergdibasis, however, all of the sentences
have been evaluated with the help of eleven napeakers of English (all of whom are from

the United States of America, holding a univerdiggree or currently working on acquiring



one). As they are pragmatically different in naturéid not include the literary examples in

the sentences to be evaluated.



2. Cataphors: Preliminaries

After the brief introduction above, this sectiorvd®ps the problem of cataphors
further by briefly examining other fields of linguics that semantics interacts with. It is
important to explore and introduce these as wsfieeially as different levels of linguistic
representation contribute differently to meaninge@uch field is pragmatics, which studies
meaning as it manifests itself in (human) intex@ctiThe next area is the syntax-semantics
interface: the pressing question regarding theistand nature of LF, a syntactic level, which
according to some theories provides semanticsimght. The discussion of Logical Form
leads to the last section, which concludes witloaar look at the semantic side of the coin

with compositionality in focus.

2.1 The Semantics-Pragmatics Interface

The traditional view of the division of labor betarepragmatics and semantics is that
the latter looks anvariable meaning, whereas the former has meamngpntextas its
subject matter. This view, however, can be chaldngn multiple grounds, and theorists are
still trying to define the line between the two.

Isidora Stojanovic (2007) formulates the three nwaiteria for this distinction as

follows:

0] (“lexical encoding”): Semantics deals with elemethist are lexically encoded
in the meaning of the words, pragmatics deals aigiments that are not
lexically encoded;

(i) (“context-independence”): Semantics deals only wldments whose meaning
does not depend on any contextual factors; elentieatslepend on context

belong to pragmatics;



@iy (“truth-conditionality”): Semantics deals with elents that bear upon truth
and truth conditions; pragmatics deals with elesémat go beyond truth
conditions, such as implicatures. (“The semantregfmatics distinction” p.
317)
Despite their revelatory appeal, Stojanovic adthiéd these criteria do not make a clear
distinction between semantics and pragmatics, pgmut, for instance, that they fail to
place the study of indexicals satisfactorily witkoime field or another (ii). (Stojanovic, 2007,
p. 318) Itis also unclear what can and cannot tasitexically encoded information (i), and
where the study of metaphorical meaning or pressifipas would fall under these criteria.
Also, the criteria are those of a static semargtigswhich is of course not a problem in itself;
however, as such, they go against the dynamicitiefirof meaning as “context change
potential” (or CCP). A definition that is a stepgiatone in accounting for the donkey
pronouns mentioned earlier in the introduction, GE® notion with much potential in
exploring and explaining further linguistic phenarae-including cataphoric structures.
Depending on one’s theoretical inclinations, theref a set of static criteria may not be
acceptable.

Operating with a somewhat blurred line betweemgymatics and semantics is not
without consequences, especially regarding terragylin her 2010 article, “A note on
backward anaphora”, Valentina Bianchi emphasizesniportance of maintaining a proper
distinction between what one calls anaphora in séicgand in pragmatics. Going back to
Tanya Reinhart’s explanation of separating “bintiagd “co-reference”, she distinguishes
between “semantic anaphors” c-commanded by thé#cadents, and “discourse anaphors”
with “accidental coreference”. The claim is that former belongs to semantics proper, while

the latter is a pragmatic matter (Bianchi, 201@®)p.



Bianchi’s distinction appears to be clear enoughydver, there are examples where
the difference is obscured to a certain extent. @ight want to consider the standard
sequence of sentences with inter-sentential anaphalynamic semantics: “A man walks in
the park. He whistles.” (Groenendijk, J. and MaBtokhof, 1991 p. 2). This case appears to
be that of a discourse anaphor, where the pronotireisecond sentence co-refers with the
noun phrase in the first sentence, however, asdha phrase is indefinite, it fails to pick out
an individual in the domain of discourse. In th@ayic semantic tradition, the pronoun is
also understood to ls=manticallypound by the DP with an indefinite article, whish
translated as an existential quantifier, dynamydaithding the pronoun outside of ggntactic
scope. Maybe it is only a relationship of some sbdoreference (the nature of which is
uncertain), but if semantics can account for itywekclude these instances of anaphora (and
cataphora) based on a purely syntactic noti@r® can make the distinction; however, the
tools developed in dynamic semantics are stronggmto tackle issues that may fall on the
pragmatic side of this divide.

As is the case of anaphors, cataphors also app&arious structures. Some (1)
belong to the semantic type, others to the pragngtie (2). Some (3) are similar to the
dynamically bound example above.

1) If it; is overcooked, [a hamburgeusually doesn’t taste good. (Chierchia,

1995, p. 129)

® |s should also be noted that traditionally, ais ipointed out in Newson, M. (2014kferenceis a
semantic notion to begin with. (p. 3) This is notshy that the co-occurrence of syntactic bindimgy semantic
coreference is rendered unimportant in determinih@t semantic and pragmatic anaphors and catagpiners
but despite the practice of regarding coreferermmaebiow dependent on syntactic binding, it mightehds
merits to consider it as a standalone phenomenon.

A point in case is DPL, where semantic scope doet eagual syntactic scope, and

“syntactically” bound examples are treated the sameases of coreference.



2) He made me laugh. Hemade me cry. Robin Williamwas the greatest.

3) It; was ugly. ltwas dirty. [A cheap hostelk never a good choice.

And as with anaphors, the question here also ankether it is well-advised to
analyze them all as “semantic” phenomena. (1) seerns the most obvious choice for
semantic analysis, however, it is not certain (Baand especially (3) are not cases of binding
in the dynamic semantic sense.

By other definitions, pragmatics as meaning in eghimaintains that context and
utterance codetermine each other (Thomas, 1995utt&rance gains its full interpretation in
context, and that same context is changed, dewopther, by the addition of the utterance.
In this sense, meaning as CCP comes closer to ptaggnthan the traditional truth-
conditional understanding of the notion. For tleagon, it might prove to be fruitful to
include instances of cataphora that are not strgteaking “semantic” (in Reinhart’s and

Bianchi’'s sense of the word).

2.2 The Syntax-Semantics Interface

At the root of the problem is the undeterminedtreteship between syntax and
semantics: by Reinhart’s (and Bianchi’s) definititime difference between semantic and
pragmatic cases of anaphors (and by extensiompluats) appears to be syntactic. Robert
May (1985) emphasizes that matters of use go begmardmar and Jenny Thomas (1995)
stresses that “meaning potential” alone is not ghou

Which construal or construals will be preferredaogiven occasion of use is a matter

that goes beyond grammar per se, taking into ace@urious properties of discourse,

shared knowledge of the interlocutors, plausibiiftylescription, etc. To conflate
these matters would be to confuse the grammastsaki—to what degree a sentence’s

structure fixes its meaning—with an issue ultimat#luse. (May, 1985, p. 14-15)
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(...) meaning is not something which is inherenthi& words alone, nor is it produced
by the speaker alone, nor by the hearer alone.Makieaning is a dynamic process,
involving the negotiation of meaning between speakel hearer, the context of
utterance (physical, social and linguistic) andrtieaning potential of an utterance.
(Thomas, 1995, p. 22)
May is on the syntax-LF side, claiming that LF isepresentation of meaning fixed in
structure (as accurately as LF can achieve this) jtadoes not need to be anything more than
that, lest one might confuse grammar and use. Thaxplains the view of meaning as
meaning potential (the interpretation of LF) plastextual information. Understood this way,
the role of semantics is the interpretation of ttf¢, outcome of which process is to be handed
over to pragmatics. However, while informationead off logical form, semantics need not
necessarily take syntactic (LF) information as ingxclusively, especially when equipped
with the expressive power of dynamic semantic tdo&fining meaning as Context Change
Potential might be a starting point in dissolvihg tiscrepancy between a strictly LF-based
and a more contextually enriched take on semantics.

Although the formula of “LF+context=meaning” appeo be straightforward, views
on logical form are not uniform and the relatiopshetween syntax and semantics is not self-
explanatory. May’s proposal is that LF is a levielapresentation with S-structdras its
input. His theory is rooted in Chomsky8yntactic Structures

Logical Form, in the sense to be developed, wdhteimply be that level of

representation which interfaces the theories gjuistic form and interpretation. On

® S-Structure: surface structure in transformatiogaherative grammar: “. . . let us suppose that
representations at LF are derived by rules havisg&ture representations as their input, sotti@tore levels
of representation are as depicted in (1), constguthe syntactic component of what has been cadiextence
grammar’

(1) D-Structure—S-Structure—Logical Form” (May, 19854)
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this view, it represents whatever properties otagtic form are relevant to semantic
interpretation—those aspects of semantic stru¢hateare expressed syntactically.
Succinctly, the contribution of grammar to meanifMay, 1985, p 2)
While discussing inferences, May establishes thatdoes not represent contextually
assigned values of indexical elements . . . mattertstranscend the grammatical” (p 16). As
such, May’s LF does not aim to account for intarteatial cataphors, which fall on the
pragmatic side of Bianchi’s division. A sequenagtsas (3) abovi; was ugly. twas dirty.
[A cheap hostglis never a good choiceannot be properly represented at LF, since
Quantifier Raisingis considered clause-bounded (Lasnik and Uriager2B05, p 187). This
LF can represent standalone sentences outsidentextqwhich is precisely what it intends to
accomplish), but in this form it is insufficient tepresent discourse anaphors and cataphors.
At LF, an inter-sentential cataphor will not benesgented as a bound variable (since by
May’s definition, “a pronoun is a bound variabldyoif it is within the scope of a coindexed
quantifier phrase” (1985, p 21)), even though dyaamic semantic framework it can be
interpreted as such, as in the DPL system, syotantl semantic scope need not coinéide.
As a syntactic level of representation, LF caneadiffom one syntactic framework to
another, and under certain assumptions, it canbesamitted entirely or be construed of very
differently. Pauline Jacobson (2014) lists soméclalty possible variations of the syntax-
semantics interface: syntax and semantics can @aagienultaneously, or (as is assumed in
GB and Minimalism) syntax can compute the inputsemantics by providing a level of

representation. This level can be the surfacetstreicor it can be an abstract LF (much like

" QR is an LF movement that moves a quantified ghtassuch a position where the quantified-over
element can properly be bound by the quantifiery Mansiders LF movements instances of “Mave the
generic name for movement in the GB tradition til@provides “free” application for at LF (1985,99).

8 An existential quantifier interpreted dynamicatign bind a variable outside of its syntactic scope.

Cross-sentential binding for anaphors is illustldtesection 3.3.2.
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in May’s 1985 account). On the interpretation gtukn, it is theory-dependent whether the
surface or the LF representation is interpretethiéenchosen semantic framework. (Jacobson,
2014, p. 107-112)

There are still other possible proposals. For m=ain his recently published study,
Terje Lohndal proposes a syntax in the traditiothefMinimalist Prograththat
“transparently maps onto semantics, where tranapgneally means transparency in the
spirit of Montague (1974b)” (Lohndal, 2014, p 1hHndal advocates a Neo-Davidsonian
framework of semantics, working with event struetuin the logical form, where each Spell-
Out after a derivational process in syntax corraggdo an instance of conjunction, while
maintaining that “no semantic information is avhi&in the syntax” (p 2-17, p16). Although
Lohndal is working within a version of the Minimstiiframework, his idea of logical form
departs from the traditional construal, while silining at being compatible with a
Montagovian (therefore, compositional) accounterhantics.

With such different views on how Logical Form isiaed at (if at all), and what it
looks like, it is difficult to understand the exature of the contribution of syntax to
semanticg? Circling back to cataphors: it is not always cleaw the input to their semantic
interpretation differs from one theory to the oth@specially since some theories propose LF
operations such as Quantifier Raising and Recortgin/* while others might opt for a
solution without an LF level, working with the sack representation, thus leaving cataphors
in situ. Such a composition then leaves open tlsipiity of analyzing cataphors in new

ways, potentially introducing a semantic repres@ntahat is structure-preserving to a certain

® or Minimalism

19| ohndal (2014) mentions earlier theories such aleoff (1971): “ . . it was assumed that a given
meaning (deep structure for generative semanfjoigds the input to the syntax” (p. 5), a view whareaning
informs syntax.

X As in Chierchia’s (1995).
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extent (in the sense that the order of the proramueeedent sequence remains untouched) and
that might have the potential to pave the way fslightly simpler transition from semantics

to pragmatics.

2.3 Compositionality

Matters of LF briefly reviewed in the previous sabtion are closely connected to the
principle of compositionality. In the introductidéa The Oxford Handbook of
Compositionality(2012), editors Wolfram Hinzen, Marcus Werning, &wbuard Machery
summarize the issue as follows:

Although compositionality is very widely assumedsasonstraint for this relationship

[between meaning and structure], linguists andggbibhers have fundamentally

disagreed on whether the principle is empiricaltyid; and in what form it can be

maintainedDirect CompositionalitfDC) in the sense dfacobson in particular,

wants to set a ‘gold standard’ for what this relaship is like: this standard is that the

mapping of syntactic form to semantic content eitploo ‘hidden’ level of syntactic

representation from which semantic interpretatgoread off . . . . Instead, semantics
reads off interpretations from the surface fornexjfressions directly: these (and

potentially the context of use) provide all theoimhation that is required. (p. 3)

The original motivation for proposing the principtey have been based on empirical
grounds, and some linguists (for instance, Lohrgladting Dowty (2014, p. 138)) maintain
this today; however, compositionality as preseimethnssen (1997) is a methodological
principle, without bearings of an empirical naturais is also the sense in which Groenendijk
& Stokhof’s (1991) Dynamic Predicate Logic remabsnpositional, and the sense in which
it is adopted in this paper.

The next two sections discuss issues of anaphtitictures, a subject that has been

very prominent in the past few decades, and catapsiouctures, a largely neglected area. As



these pronouns are assigned value by their antetedleat is, contextually, they are of

interest to the study of compositionality.
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3. Anaphors

As it is stated in the introduction, in order torea comprehensive view of cataphors,
it is important to first look at the reverse stwret of anaphors, that has a much more
extensive literature not only in the field of series) but also in syntax and pragmatics. Being
such a well-researched phenomenon, the study phansprovides crucial insight to the
study of cataphors. After a general introductitis section focuses on the problematic areas
of anaphors and the most prominent frameworkspitaose different solutions to these
problems: Hans Kamp’s Discourse Representation ijh@®981) (and in the broader sense of
DRT, Irene Heim’s independently developed systerfilef Change Semantics (1982)), and

Groenendijk and Stokhof’'s Dynamic Predicate Log@9q1) (dynamic semantics).

3.1 The “Basic Pattern”

In her 1987 workDiscourse Structure and Anaphora: Written and cosagonal
English Barbara A. Fox considers two modes of descriptioontext-determines-use” and
“use-accomplishes-context”; these two modes waglktioer to create continuous interaction
(p. 16). This approach resembles a dynamic semairii where the meaning of elements,
or at least their interpretation, is given in comtéut they also alter that context by adding
their own content to it. Fox also rejects the thrawlitional view of anaphors that puts
emphasis on distance, because according to hemmiot account “for a critical portion of the
data” (p. 18).

In her conversational analysis-style treatmentafpdors, Fox makes a distinction
between unmarked and marked uses of anaphoraortineif are what she calls the “basic
patterns” with three subcomponents defined asviaio

1. The first mention of a referent in a sequence rgedoith a full NP.
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2. After the first mention of a referent, a pronounised to display an understanding
of the sequence as not yet closed.
3. Afull NP is used to display an understanding @&f pineceding sequence containing
other mentions of the same referent as closed/{p. 1
In her understanding of “marked” uses of anaphonaér which category cataphors fall),
these occur when one of the interlocutors is “d@ogething special interactionally” (p.
17)* Thus, the basic pattern has a neutral standitttpirthe antecedent-anaphor sequence is
more natural than the reverse cataphoric structure.
Fox uses the expression “basic pattern” for pranahand reflexive anaphdrs but
this terminology can be extended to include evatg@dent-anaphor sequence that appears
in this order. The pronominal type of anaphora Hat (1987) focuses on is type (1) in
Partee’s (2008) list’ *°

(1) Neil went to the post office, becausehad to pay the bills.

12 Understood this way, cataphors are “pragmaticcires” with a distinct illocutionary force. To say
that their syntactic structure determines their wselld be far-fetched, but the order in which imfation is
presented could be considered a structure in wthishillocutionary force is manifested. FurthermareLycan
(2000), it is stated that “every utterance has rfopmative aspect or illocutionary force, which el@hines the
type of speech act performed, and virtually evetgrance has a descriptive or propositional corasniell” (p.
144). Therefore, an illocutionary force-based argotagainst cataphors is not a very strong one.

13 Here, the term “anaphora” includes both pronotsinad reflexives, as opposed to its narrower
sense in the Chomskyan syntactic tradition.

4 Coreferential elements are in italics.

15 Other types in Partee’s listing include the foliog: sentential (1), adjectival (2), VP-anaphorh (3

(1) Patrick might get here earlyf so we should be ready.

(2) Someinconsiderateneighbor has been drilling for months without petiSuchpeople make
me angry.

3) Harrisread that boolbecause Karedid. (p. 1)
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Another type of anaphora is what Jeffrey C. King1)*° calls “problematic”: (cross-
sentential) pronominal anaphora with a quantifidtidtecedent.

(2) No onetweeted aboutis day out in the city.

3) Few professorsame to the partyrheyhad a good time. (King (2013))

The most straightforward case seems to be typeh@d proper name-pronoun
sequence; however, combined with a VP-anaphocanitbecome ambiguous (at least when
taken out of context, i.e. disregarding the pref@meading given a certain situation):

4) Neil read his book, and Karen did too.
Here, having a pronoun in the second conjunct wolddr out some of the ambiguity, but
even provided that the gender fealllis the same, the sentence could still be an exaofpl
deictic use. As such, however, it would more ofagmatic matter, as it would have to do
with extra-linguistic context and salience. Paf@08) groups deictic uses together with
examples like (1), and its cross-sentential vardetynstances of “pragmatic anaphora” (p. 4).
Contextually salient deictically used pronouns eafdrential elements (such as proper
names) are clear-cut cases under this groupinglamet require any special semantic
treatment, unlike those discussed in the follovengsections.

In any case, these types can all be consideredu® a “basic pattern” as they

maintain the more natural order of the antecedeaplor sequence.

% The latest (2013) edition of the article on anaplio The Stanford Encyclopedia of Philosophy was
last substantially modified in 2005.

17 Neil; read hisbook, and Karen read htsook too.
Neil; read higbook, and Karen read hizook too.

Neil; read hisbook, and Kargmead herbook too.
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3.2 Discrepancy in the Basic Pattern

Partee (2008) claims that ‘every theory has to ls@veething to say about the basic
differences between “coreferential anaphora” arautial variable anaphora™ (p. 4).
However, as it was discussed in the previous sedbeing a pragmatically “basic pattern”
does not entail or guarantee semantic uniformitgroeasy division. There are questions of
referentiality, coreference, binding (syntactiansatic, both syntactic and semantic, or just
semantic) that need to be answered before oneakarattheoretical stand. The following
types of anaphora are those that King (2013) ldipetsblematic” as they do not fit into the
two classes unequivocally.

One discrepancy arises in the case of indefinitexphrases that antecede a pronoun.
Here, the problem is that indefinite noun phrasemot indisputably be represented the same
as referential elements, since they generally dgioi out an individual and fix the reference
of anaphors as, for instance, proper names do.

(5) A kidis happy where meetsis hero.
(6) Jimwas happy whehe methis childhood hero. (These two examples were

inspired by King (2013).)

Sentence (8) has a sense of genefdlity opposed to the specific individual referrethto
sentence (9).

What complicates the problem further is when th&gegenuine sentence boundary
between the noun phrase and the anaphor (10).

(7) A manbroke into Sarah’s apartment. Scott beliéVas came in the window. (King,

2013)

18 This generality can be construed of as the initefioun phrase having universal force.
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In these cases of cross-sentential anaphora, @yudse anaphora, where syntactic binding
does not occur, the relationship between antecedehinaphoric element is even less
straightforward. It is usually not taken to be aecaf coreference for the aforementioned
reason, but it is also not well-suited to be areatent-bound variable pair. The reason for
this lies in its cross-sentential structure: howewee interprets the noun phrase (translating it
with an existential or a universal quantifier) tiaditional (i.e. static) frameworks, quantifiers
cannot bind elements outside of their syntactipeco
Donkey anaphors are another problematic type. K04 3) distinguishes between
two subtypes: conditional (8) and relative clau®edpnkey sentences.
(8) If a farmer owns a donkeyhe beats it
(9) Every farmer who owns a donkdyeats it
He summarizes the problem at hand as follows @héesces are renumbered):
On the readings we are concerned with, neithen@8)9) is talking about any
particular donkey, and so the pronoun ‘it’ cannetlterm referring to a particular
donkey. Further, in the case of (11), all indepemn@&idence available suggests that a
guantifier cannot take wide scope over a conditiand bind variables in its
consequent (King, 2013).
In recent semantic theory, linguists and logiciglase a lot of attention to these types of

anaphors.

19 Although believesmakes the statement an intensional one, is it cadideorder to show that the
identity of the referent dfieis unknown. It isvhoeverbroke into Sarah’s apartment that Scott belieudsatve

come through the window.
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3.3 Proposed solutions

3.3.1 Discourse Representation Theory

In their introductory article of DRT, Bart GeurBavid |. Beaver, and Emar Maier
characterize DRT as a mentalist, representatidnahisl non-compositional theory of
interpretation, the vantage point of which is tih& capable of representing discourse as
opposed to representing single sentences in ienlg2016°). It is called mentalist and
representationalist, because it introduces a negl t& mental representation: discourse
representation structures, or DRSs for short, wheginesent the hearer’s interpretation of the
discourse. As for the issue of compositionalityinagns differ. In its 1981 formulation, DRT
was not meant to be compositional, but in its 1f@@mulation, van Eijck and Kamp (1997)
insist on it having the capacity of being compaosiél, as much as the language of “standard

predicate logic” doés (p. 195).

2 The article in the Spring 2016 edition has lagirbsubstantially modified in 2015.
2L «The difference between first order logic and baBRT has nothing to do with expressive power but
resides entirely in the different way in which DRandles context” (van Eijck & Kamp, p. 194). “Stand
predicate logic” (by which the authors mean FOL)a$ compositional when it comes to representirtgnai
language discourse. Thenguageof FOL is built compositionally, but it is not dgeed to handle natural
language. It lacks the expressive power to reptedements of discourse such as cross-sententighanic
relations, which is one of the reasons why dyngméclicate logic was developed:
A man walks in the park. He whistlégom Groenendijk & Stokhof, 1991)
a) 3Ix (mank) A walk(x)) A whistlef)

b) 3Ix (mank) a walk(x) A whistle))
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A set of reference markéfquniverse), and a set of conditions (atoms, liks,

complex conditions) constitute DRSs. The generaitp®f the 1997 formulation are the

following:
i) The reference markers in the universe of a DR§etlan existential
interpretation;
i) All reference markers in the universe of a conf2RS are available as

anaphoric antecedents to pronouns and other anamxmressions that are
interpreted within this context;
iii) The interpretation of a senten8é the context provided by a DRSresults
in a new DRX', which captures not only the content represenye, libut
also the content @&, as interpreted with respectKo(van Eijck & Kamp,
1997, p. 185)
In DRT, indefinite noun phrases are treated as Iney@ressions, and as such, they introduce
reference markers, which means that by pointi{@ytget an existential reading (“existential
closure”.) By (ii) and (iii), if an indefinite NPrdecedent is represented in the matrix universe
(by a reference marker), it is accessible for sgbept sentences which are part of the
discourse and are interpreted in the context ofithe thus making anaphoric connections
possible.
For instance, (10) represents S2 in the conte8tlofvhich contains an indefinite noun
phrase. That NP introduces a reference marker,haiavailable as antecedent for the
pronoun in S2 (as S2 is interpreted in the cont&é®1.) The equation condition expresses the

link between the two reference markers (van EijcK&np, 1997, p. 185).

22 «Reference markers” in the van Eijck & Kamp chapsnd “discourse referents” in the article by

Geurts, Beaver, and Maier designate the same fiyjoeyaistic components.
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(20) (S1) A manwalks in the park. (S3hie whistles. (Groenendijk & Stokhof, 1991,

p. 2)

Xy

manx
walk-in-the-parkx
y=X

whistley

As for the representation of the interpretationlofkey anaphora, it is crucial for
DRT to be able to provide some representationabetirately captures the universal force of

the antecedent indefinite noun phrase. Take fomgkathe following conditional sentence:

(11) If a man walks in the park, he whistles.
X
manx whistlex

walk-in-the-parkx

In DRT, the general rule is that reference margetsan existential interpretation. However,
van Eijck & Kamp (1997) point out the following altahis principle: “[it] applies to the
reference markers in the main DRS universe. Thie loigeference markers in subordinate
universes . . . is determined by the principlesegoing the complex DRS conditions to which
they belong” (p. 186). A conditional makes for angdex condition, K= K', with the
interpretation that whatever satisfies K also §a8'. In other words, for every man that
walks in the park (satisfying £{man(x), walk-in-the-parkf)}), it will be true that he

whistles (satisfying {whistle}), which gives a universal interpretation.
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The representation of donkey-sentences is veryain8entence (8) is repeated here

as (12) from the previous section.

(12) If a farmer owns a donkey, he beats it.
Xy u
manx N u=y
donkeyy beat &, u)
own (X, y)

Sentences such as (13) are represented similarly.
(13) Every man walks (van Eijck & Kamp, 1997, p. 222).
{ x}{man(x)} = {walk(x)}}
Of such structures, van Eijck & Kamp (1997) sayftiiwing:

. a universal quantifying NP imposes a condgi connection between its own
descriptive content and the information expressethé predication in which it
participates as argument phrase; and this conmeistioterpreted in the same way as
the=-condition that the theory uses to represent cadit sentences (p. 187).
However, for quantified donkey-type sentences (Wijoantify over class&3, such

as (14) and (15), van Eijck and Kamp propose @&fit solution that makes use of notions

such as renamifig(of variables), merde (of DRSs), and a generalized quantifier opefétor

Z Classifying over sets is an operation that isavatilable in FOL. Generalized quantifiers are a##
in FO(Q) (Westerstahl, 2011, ed. 2015)

2 Renaming: 215-222. Note that DRT does not clairhea theory of anaphorasolution(van Eijck
& Kamp, 1997, p.221-222).

% Merge operations: pp. 204-215

% Quantification: pp. 222-225
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(14) Most men who meet a nice woman smile at her. (19p7223)
MOST x {{ y{man(x), womany), nicefy), meetk,y) zZ{ z=x, smile-atk,2)}}
(15) Every man who meets a nice woman, smiles at h@8.7(1pp. 222)
EVERY X{{ y{man(x), womany), nicef), meetk,y)K z{ z=y, smile-atk,2)}}
K(¥x)K’
The authors explain that the two variabbesifdy) have different roles, witk being a
“variable bound by the quantifier”: “the role plai/byx . . . is special in that it is. . . which
determines between which sets the generalized ifjean¢lation expressed by the determiner
of the quantifying NP can be said to hold” (1997293).
The ways in which the DRT treatment handles tserdpancies in the “basic pattern”
are the following: (i) default existential interpagon of novel reference markers, (ii)
universal reading encoded in the conditional, andgeneralized quantifiers for quantified

donkey-type sentences.

3.3.2 Dynamic Predicate Logic

As emphasized in Groenendijk & Stokhof (1991), D&k non-representational and
compositiond’ system of discourse semantics (p. 1), whose dysigiirst lies in its
construal of meaning as “context change poten{ml4). DPL works similarly to the
denotational semantics of programming languagesnseaning is understood to be the
relationship between statdg; h) € || iff h[X]g — meaning that the ordered pair of
assignmentg (input) andh (output) is in the interpretation of program/staiéand only ifh
differs fromg at most in its value assignment fofp. 5-6).

In DPL, existential quantification and conjunctiare internally and externally

dynamic, which guarantees that the existential tjfii@ncan bind outside of its syntactic

%" Again, compositionality here is understood to beeahodological principle.
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scope and conjunction can ensure that the valtleeofariable is transmitted to the second
conjunct.
Interpretation ofF-quantification: @x®| = {(g,h) | Ik: K[X]g A (k,hy € |D|}
Interpretation of conjunction@ & ?| = {(g,h) | 3k: {(g,k) € |@| A (k) € ||}
From this follows the equivalence relation in (Rdhich accounts for sentences with an
indefinite NP antecedent followed by a discoursaphior, like (11) in the previous subsection
and shows how in DPL, binding is not necessariyrieted to the syntactic scope of the
quantifier.

(R1) AXPXAQx & IX(PX AQX) (p. 6-9)
Interpretation of existential quantification andrgonction:

[IXPx A Qx| = {(g,h) | Ik: (g,k) € |[IxPx A(kh)€e |Qx| } =

{(g,h) | 3k: k[x]g A k(x) € F(P) A h=k A h(x) € F(Q) =

{{(g.h) I h[x]g A h(x) € F(P) A h(x) € F(Q)} (p.8)

As for the interpretation of the conditional, wiis key in representing sentences

such as (12), DPL says that it is internally dyrgrbut externally static (behaving like a test.)
Interpretation of conditionalsj@— | = {(g,h) | h=g A Vk: (hk) € |@|—-3j: (k,j) € |?|}
“The interpretation ofb— ¥ accepts an assignmaniff every possible output ab with
respect ta leads to a successful interpretatior#pfand it rejectg otherwise” (p. 10) This is
how the antecedent of the conditional has univdosak (even though it is translated with an
existential quantifier). Its externally static negus captured in sentences of the following
structure®* (S1)If a farmer owns a donkey, he beat{$2)He hates i{p. 10). The pronouns

in S2 are blocked from being anaphorically linkedte indefinites in S,

% Groenendijk & Stokhof (1991) provide counterexagspio the apparent lack of dynamicity (see p. 49

of “Dynamic Predicate Logic").
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The universal quantifier in sentences like (1@xgernally static, that is, it cannot pass
on the value of a variable within its syntacticpedo a variable outside of it. *(SEyery
man walks in the parKS2)He whistles Again, the pronoun (variable) in S2 cannot be
anaphorically linked to the quantified NP in S1.
Interpretation ofv-quantification: Vx®|={(g,h) | h=g A Vk: k[x]h = 3Im: (km) € |D|}

From the interpretations of existential quantifica, implication, and universal
quantification, the following equivalence relatibalds:

(R2) VX(PX— QX) & 3IxPx— Qx (p.112)

Implication is not externally dynamic, which medhat it cannot pass on the valuexof
regardless of whether it is an internally and exd#ly dynamic existential quantifier, or an
internally dynamic, but externally static univergakntifier that binds the variable.

Another operation that blocks dynamicity is negiatiDPL (1991) exemplifies this
with sentences of the following kind: (Si)s not the case that a man walks in the p§82)
*He whistles and (S1No man walks in the parkS2)*He whistles (p. 12).
Interpretation of negation-®| = {(g,h) |h =g A -3k: (h,k) € |D|}
Negation tests i€ can be processed with input assignngrtnd if so, it blocks that
assignment. Being a test, negation does not ledxtstential quantifier bind a variable
outside of its syntactic scope iaxPxA Qx.

These formulations make the language of DPL ontectna account for the treatment
of indefinite noun phrases, different types of donkentences, and their anaphorically linked

pronouns in a compositional way.
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4. Cataphors

After the preliminaries in the second section, #ireddiscussion about the nature and
treatment of anaphors in the third section, thetfosection looks at cataphors more closely
in light of the previous sections. The subjectudsection 4.1 is the cataphoric aspect of the
pragmatics-semantics interface. Subsection 4.2lsle¢anarks on the syntax-semantics
interface—specifically on backwards anaphors aedtickward coreference domain.
Subsection 4.3 briefly presents two solutions fier problem of cataphors that have been
proposed within the frameworks of Dynamic Bindi@h{erchia, G. (1995)) and Discourse
Representation Theory (Cann, R. & McPherson, Q)9
4.1 The Semantics-Pragmatics Interface

At the very beginning of the previous section, BaebA. Fox’s 1987 distinction
between marked and unmarked uses of anaphora wasteéd. The anaphoric examples in
the previous section were all instances of unmadssg making up the “basic pattern”
(despite the discrepancies examined in subsect®)nThis section focuses on one specific
kind of marked use, cataphors.

The way they differ from the basic pattern is bingsa pronoun as the first mention of
a referent, instead of a full NP (Fox, 1987, p. dB)e emphasis here is on “first mention”, as
more often than not, cataphors in the literatuesusnderstood as really being anaphors with
an antecedent introduced somewhere in the precedogurse. While that is the case many a
time, it is not unimaginable that sometimes a punis the actual fist mention of some
referent® (and is therefore a cataphor), clarified latethie discourse. Such were found for

instance in Fox’s conversational data, althougforimnately, the example she provides

2 n the data Fox works with, 16% of first mentiomsre pronouns in written text, and 51% in

conversations (p. 143, table 6.3).
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seems to be that of an indexical use of a pronatlrer than a cataphoric one. The
conversation may have provided an actual refearthe pronoun, but the quote only goes as
far as the first mention, implying a referent rattte&n providing one explicitly.
Fox makes the generalization that all first mergiare “evoked by a frame” (p. 67),
and are thus contextually salient. She then sayfotlowing:
“. .. the exact identity of the referent seembdaunimportant . . . a pronoun is used
when the recipient is incapable of identifying #pecific referent, and is in fact not
expected even to try to identify the referent. Tlaess of referents is identifiable,
however: and it is perhaps this identity which téeipient is being invited to
“resolve” by the use of the pronoun (p. 67).
In her examples, context creates certain presupipasithat indicate some referent (or class
of referents). Interesting as this point is, it sloet seem to cover all instances of first
mentions, or lessen the importance of the link betwthe pronoun and its antecedent in
actual cataphoric constructions. The following egpéem illustrate the difference (for (1), with
an indefinite NP antecedent, it is more viabledoept Fox’s generalization, in light of (2)
and (3), however, which contain R-expression amkects, it should be rejected.)
(1) It was ugly.lt was dirty.A cheap hostak never a good choice.
(2) He made me laughde made me cryRobin Williamswas the greatest.
(3) Shehad a bad fall, buhe girl didn’t give up.
(4) “Did she saywhodid it?” said Dumbledore quietly.
“Oh yes, Professorhead,” said Peeves, with thefaine cradling a large bombshell in
his arms. He got very angry when she wouldn't lgitn in, you see.” Peeves flipped
over and grinned at Dumbledore from between his legs. “Nasty tempenes got,

thatSirius Black (Rowling (1999) p. 121).
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The first example is more of a generalization acdaghhostels, the exact identity of the hostel
the utterer stayed at may be irrelevant for thatploe is making. Utterance (2) is different. In
this case, context can make the referent salidotéée exact name is mentioned, but one
cannot claim that the identity of the referentnisignificant in the context in which it appears.
(3) and (4) are similar with respect to saliename might even argue that the first mention is
an instance of deictic use, however, a referegivisn and is linked to the pronoun. In the
data Fox provides, the first mention of a refeisralso the only mention (that is, the link is
between the pronoun and the extralinguistic contexthich it occurs). In the case &al
cataphors (which are still first mentions), thex@ain available antecedent (or “postcedent”
(Partee, 2008, p.2)) in the linguistic context.

How marked a cataphoric structure is dependssocoiitext. As Silvia Bruti (2004)
points out in the conclusion of her corpus-basadystthe markedness of cataphors is
gradable: “cataphors can in fact be located orxéndd indeterminacy, where empty signs
are closer to the negative poles, and items richeontext are placed near the positive pole”
(p. 60). Pronouns, as they have very little infaiioreal content, are “empty signs” in Bruti’s
terminology. Some information, however, is gramewlty encoded in a cataphoric
pronoun® in English, it is information about gender, numtserd case. This leads Bruti to
the following observations: 1) the closer the aatlent is, the more transparent the cataphor
will be, 2) cataphors are less indexical than destratives, 3) their interpretation is entirely
context-dependent, and 4) they are structurallypknthey have no effect on the information
structure (p. 60).

With observations 1 and 3, a question, familianfrthe section two, arises again. If

the interpretation of cataphors is entirely conigapendent (by observation 3), and distance

30 What kind of grammatical information can be enabitea cataphora is language specific. In English,

gender and number are encoded, as well as casén@tom or accusative).
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affects transparency (by observation 1), how doesdzfine the domain within which
cataphors are not only acceptable, but also repta@sie in semantics in a preferably
compositional way? Two closely connected issuesamyain, the question of semantic versus
discourse anaphoricity (or in this case, cataphtg)iand the question of coreference versus
variable binding.

The previous two sections elaborated on these mattainly in the context of
anaphors, but it was noted in the first section tih@ same issues can be raised in connection
with cataphors. In addition to the sentences (E8mple (1) from section two is repeated
here as (4).

(5) If it is overcooked,d hamburgefusually doesn't taste good. (Chierchia, 1995, p.

129)

Sentence (5) is parallel to a semantic type of laoiafa case of binding), sentences (2) and
(3) and (4) to a pragmatic type (a case of corefark and sentence (1) to examples that DRT
and DPL are concerned with, as discussed in thaqu® section (cases of coreference as
dynamically bound anaphora). The question at hamdhiether one can talk about actual
backward coreference, the proposal of which wolltthea treatment and representation of
cataphors in situ.

4.2 The Syntax-Semantics Interface

At the level of surface structure, cataphors predbdir antecedents, thus they cannot
be within their scope or binding domain. In syntastandard solution to the problem is to
treat the structure as that of a hidden anaphosarae level of syntactic representation,
cataphors are moved, copied, reconstructed, orwitbereverse-engineered back into their

supposed original position, where they are in pfac@roper binding or coreference.
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Therefore, by the time the structure is sent affifiterpretation to semantics (or the
semantics-pragmatics interfate)t is cataphoric no more.

It is the notion of c-command, or rather the dewravoid its violation (Crossover),
that motivates this treatment. As it was mentioimeithe previous section, since Reinhart,
semantic binding has been dependent on syntaciitiniy, making it ipso facto impossible to
interpret cataphors in situ.

While with interclausal cataphors Reconstructioense viable, it is not clear how
cross-sentential cataphors are to be treated. iEvae keeps in mind the different binding
versus coreferential relations and regulationsudised in the previous sections, it would still
be strange to suppose that although S1 precedeasr&2]y comes from a position following
S2.

A natural assumption is to say that somewhereeardibcourse, there was an available
referent for the “cataphoric” (or in this case, pimaric) pronoun, thus making it contextually
salient (much like Fox’s indexicals.) However, tlisanother evasive maneuver, and it fails to
account for those instances where a pronoun istaaldirst mention with a proper
antecedent introduced later in the discourse.

Guy Carden (1982) in “Backwards anaphora in diss®gontext” addresses the
problematic aspects of this approach, which hes ¢aéForward-Only Hypothesi§p. 361).

He claims that it cannot account for all data aatlguns that emerge in spontaneously
produced discourse (p. 362). He found the following

... over 100 cases where the backwards pronaine iirst mention of the referent in

the discourse. In addition, | have found a smallenber of cases where the

31 In the frameworks discussed earlier in the fiesttion, syntax always comes before semantics. In
some cases, they work simultaneously or sequenttalk the idea of syntax informing semantics isnzaned.

Issues of LF are discussed in section 2.
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backwards pronoun in principle could not have haef@rent earlier in the discourse,
since the antecedent is indefinite (29 cases)eptbnoun is scoped by an overt
quantifier likeeachor many(28 cases) or by a generic (30 cases) (p. 362).
To counter the argument that there must first bardacedent before the pronominal mention
of the referent, Carden uses a substitution tedétermine which potential noun phrase
antecedes the pronoun by first replacing it withLNIiRat precedes it and then comparing the
result to that of replacing the pronoun with NP2.fihds that in a number of cases NP1 does
not worlk®?, which means that it cannot be the antecédemd as Carden says, it forces one
“to adopt an analysis where the coreference ruokvirrds from NP2” (p. 364).
Some of his examples are first mentions with arxpr&ssion antecedent (proper
name or definite NP), others with an indefinite AlRecederif:
(6) After hisrecent election as Republican national chairrBdhBrock said...
(example 8, letter tthe New York Timep. 366)
(7) Details ofher Death Fill the Day
For Family ofthe Latest Victinfexample 11 froniNY T (headline), p. 366)
(8) Whenshewas five years olda child of my acquaintanannounced a theory

that she was inhabited by rabbits. (example 12 bfii, p. 367)

32 carden (1982) observes three ways an NP1 cathéatest: 1) the discourse becomes ambiguous, 2)
the discourse is coherent, but the reference obtbiroun shifts, 3) the reference becomes too vagsalting in
an incoherent discourse (p. 364-365).

3 One possible objection coming from a dynamic sdimatandpoint could be that by the time one
reaches the postcedent/antecedent, the contextHaamged substantially, therefore making the postaedr
antecedent unsuitable for substitution in each.ddsavever, in DPL, it is not truth-conditions thdgtermine
meaning to begin with. Carden’s argument still d&im Footnote 32 above.

34 Coreference is indicated in italics.
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Carden then provides two alternatives as to whakesme advocating the Forward-Only
Hypothesis can say when confronted with these da&aoption is to suppose that the referent
is contextually salient; the other is to discarel thata as a “stylistic mové® As for the first
alternative, according to Carden, there is stitadhat escapes this route: indefinite NP
antecedents, which are generally claimed to intedunew discourse referent (see e.g. in
DRT). Were antecedents contextually salient icafles, one would not expect to find
indefinites in a postcedent position (p. 367). $heond alternative, rejecting the data, is also
not the best way to proceed: Carden points out‘tiratvant our grammar to account for
what people actually say and write” (p. 376).
It is important to distinguish this proposal, unddrich non-predictable backwards
anaphora is ungrammatical, but occurs becauseutheravants a special stylistic
effect, from an analysis in which non-predictabdehwards anaphora is grammatical,
and incidentally has some stylistic effect. . heTcrucial question is not, therefore, ‘Is
there a stylistic effect?’, but rather ‘Are the eyaes ungrammatical?’ (p. 379).
Grammaticality is thus what is crucial in determupthe fate of cataphoric structures. What
counts as grammatical is often based on presceipiddlgement, and, unfortunately, in a
number of cases, examples are not tested on &satiry number of native speakers. Carden,
for instance, criticizes Tanya Reinhart for relysaely on her own judgement: only what she
“introspects” to be acceptable is grammatical §¥)3Carden takes a different approach in
using performance data (spoken and written), theeslsuring that his remarks are of real-life
discourse patterns (p. 384-386). As such, his elesripr pronouns as first mentions
constitute a valid point in proving the possibildf/backwards coreference and proposing a

surface-based semantic analysis that leaves tlkee ofdhe pronoun and its antecedent intact.

% Fox (1987) expresses similar ideas in connectiit the “marked pattern”.
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The notion of backward coreference is made ugsofia Seth A. Minkoff’'s (2004)
“Consciousness, Backward Coreference, and Logoghgriln the context of reflexives, he
proposesrinciple E defined as follows: “A free Self-anaphor mustefer with, and be in
the backward coreference domain of, an expressims&referent typically possesses
consciousness” (p. 488). It is important to notevirat ways Principle E differs from
traditional binding theoretical principles (suchitasPrinciple A counterpart): on the one
hand, it brings into the formal treatment of refl@s the extra-disciplinary concept of
consciousness, and on the other, the principlefiaed in terms of domains and not c-
command relations (p. 490). Whidl®mainis a notion closer to semantics, Minkoff's
definition of backward coreference domain is stéfined in terms of syntactic nodes: “X is in
thebackward coreference domamf Y if and only if there exists two nodes, A a@duch
that B is predicated of A, A dominates X, and B dwates Y” (p. 488).

(9) | put {that picture of hersgifa {next to Sarg g (Minkoff, 2004, p. 486)
(10)*I put {that picture of itsejf » {next to the Hope diamorid (Minkoff, 2004,
p. 486)

What is interesting from the viewpoint of cataphiorgeneral is that Minkoff works
with Principle E defined in terms of a backwardhtin. His treatment is a syntactic one, but
one might safely assume that coreference and lgradin also be defined thus in a semantic
analysis, provided the semantic framework has xipeessive power and the necessary tools
to do so.
4.3Proposed Solutions
4.3.1 Reconstruction in Dynamic Binding

In its treatment of cataphoric structures, Chiaa&h{1995) is one of those analyses

that opt for finding a way to handle these struesuss anaphoric thus observing the binding
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principles®® Among other structures, Dynamics of Meaning: Anaphora, Presupposition,
and the Theory of Grammgne is concerned with cataphors that are thetresidft-adjoined
binding:

(11)If it is overcookeda hamburgeusually doesn’t taste good (p.129).
Chierchia supposes that at some level of syntegpicesentation, the subordinate clause is
reconstructed into a position where it can be dyioally bound’ by the operatorusually) in
the main claus& (p.134). As he explains, “. . . the (possibly haliiverb freely selects scope
by adjoining to it at LF. The restriction is whathlly c-commands the Q-adverb. Ordinary
types of movement (NP preposing, extrapositionjcaoin creating the intended LF” (p.
142). Reconstruction happens back into an IP iatgrasition, where Chierchia supposes the
subordinate clause is topicalized from (p. 145):

(12)When it is hungry, a cat usually meows. (p.)143

3 Chierchia’s system of Dynamic Binding combines degielops DRT and a Montagovian intensional
semantics.

%" The way Chierchia achieves dynamic binding is §ipgia placeholder “hook” that gives way for
some following information to be incorporated ie tiepresentation.

(a) He runs.

(b) run(x) (static meaning)

() trun(x) =Ap [run(x) & p*] (dynamic meaning)
Here, the variable is translated as a discours&enathe up-arrow in (c) maps the static value @GP; the
Lambda-expression acts as a placeholder for inagieixt (p. 84). Although it would be interestingstee if one
can use Dynamic Binding to hook information to egmsition containing a cataphoric expression, itidcstill
violate the binding principles, which Chierchia és to obey in his 1995 analysis.

% This analysis, then, can account for those strastanly that contain a quantificational adverlshsu
asusually otherwise there must be another way to repreberttinding relations in utterances liKét is
overcooked, a hamburger doesn't taste gotslone can see, Chierchia proposes the posgibfla null Q-

adverb.
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[When it is hungry] a catusually [t meows] {
He allows for reconstruction to happen either betd¥, as an actual syntactic operation, or at
LF: “it is at least conceivable that a syntactipayach might be justified for certain
constructions and an interpretive one for otheistmictions. This is indeed what | will end up
proposing” (p. 148).

In any case, Chierchia’s approach does not achegiackward relations discussed in
the subsection above. However, as it has beengubout, reconstruction can work for
interclausal cataphors, but it is a strange coajedbr cross-sentential occurrences.
Supposing cross-sentential cataphors can be cedstfias a bound variable-postcedent
sequence, Chierchia’s proposal is still not equipjoehandle these, since one cannot
“reconstruct” a whole sentence from its linear/tenab position in a discourse.

4.3.2 Processing Constraint in DRT

The analysis Ronnie Cann and Catriona McPhersgoopeoin their unpublished
manuscript, “Interclausal Cataphora in English"q@pis a DRT-based approach. They build
on the 1993 formulation of the theory by Kamp amylR, which according to them has an
approach to cataphoric resolutiofp. 1). Interestingly, their solution for the pleimatic
structure is, again, to reinterpret cataphors aertlying anaphors:

... We show that in general cataphoric pronouagaly permissible where there is

an accessible antecedent for the pronoun alreabgpt in, or reconstructible from,

the discourse which can be identified with the diisse referent of a potential

‘antecedent’ in a following clause. . . . And pide evidence that apparent

counterexamples always involve the existence afa gdiscourse referent which

% Despite there being a theory for cataphesmlutionin the analysis Cann and McPherson work with,
in their 1997 work, cited in the previous sectigan Eijck and Kamp claim that it is not the goaDi$course

Representation Theory to provide anaphora resalutio
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enables the indirect linking of a pronoun to a nphrase in a subsequent clause (p.

1).

While in generalthis claim is valid, it cannot, as it has beempsxal out earlier, account for all
cataphoric structures that are real first mentiéusthermore, by Carden’s reasoning
(discussed in section 4.2 above), there are calsesvone cannddentify*® a discourse
referent from earlier discourse with one followthg cataphoric pronoun.

There is one structure for which Cann & McPheralbow a first mention analysis:
left-adjoined subordinate clauses. However, forrdpgesentation of these structures, they
propose a change in the processing constraints:

These facts are accounted for by the postulatiansainple constraint on the

processing of clauses, such that each clause ess&aly processed in linear

sequence, unless marked as subordinate. In tke tate, either the subordinate
clause or the clause on which it is dependent negyrbcessed first, allowing true

cataphoric links to be established (p. 1)

One reservation regarding this treatment is thiatunclear how the resulting structures
contain “truecataphoriclinks”, given that the point of the newly introdeccconstraint is
precisely to allow for cataphors to be processeahaphoric.

The next section proposes a new analysis of cataps$touctures, abandoning
Reconstruction and preserving the order of theptataantecedent sequence, analyzing
cataphors as such in a dynamic semantic framewdikei Groenendijk, Stokhof & Veltman

tradition.

“0 Either salva veritate or preserving coherence.f@otnote 33.
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5. Dynamic Semantic Analysis of Cataphors

As it is clear from the previous sections, cataph@ve been treated as anaphors that
are in an undesirable position. The reconstrudiiased analysis of Chierchia (1995), as well
as the employment of a delayed processing constra®ann & McPherson (1999) attempt
to make amends by turning cataphors into anapkgnge their proposed analyses have
internal coherence, they appear to ignore the pitisgthat if online interlocutors in natural
language discourse that encounter this linguistidad can interpret it as it is, semantics
might be able to represent it. It is importantémember Carden’s point emphasized in the
previous section: our grammar should account faatvyaleople actually say and one should
avoid disregarding data for the sake of uniformitgis section thus proposes an analysis that
treats cataphors not as a structure derived fraplaors as has been suggested so far in the

literature, but as a structure in its own right.
5.1 Excursus: Active Search

A recent study places cataphoras in a differeht.lijina Kazanina, et al. (2007)
conducted a series of experiments in order to oeter to what extent syntactic constraints
(such as the Binding Principles, specifically Pipe C) affect the processing of cataptars
The authors refer to earlier works that suggedstati“backwards anaphora dependencies are
processed with a grammatically constrained aceaech mechanism” (Kazanina et al, 2007,
Abstract.) They adopt the notion of “active searthbin studies of filler-gap dependencies,

suggesting that parsers search “for an antecedeanfunanchored pronoun” (p. 386).

4« successful constraint application requitest tthe parser ignore a candidate at a point where

other is yet available” (p. 388).
“2 The authors also note that it is nogrmmaticalnecessity for pronouns to have an antecedent: as

indexicals, they can refer to contextually saliesferents (p. 386).
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It is proposed that such an active search can tnorigeferential dependencies as
soon as an antecedent position can be reliablyqteel (p. 387). That is, upon encountering,
for instance, a pronoun in a left-adjoined subatkrclause, hearers anticipate a main clause
that provides an antecedent. Unlike anaphors, winigher a search for a “candidate
antecedent” in the ‘discourse memory’ (retrosp&ctigarch), cataphors trigger a mechanism
that evaluates potential antecedents in subsetgirin succession (prospective search) (p.
388). Consider sentences (1) and (2):

(1) While his mother was reading Jane Eydehnprepared dinner.

(2) His mother was about to leave, whshnentered the room.
While in (1), the subordinate clause begins witklable predictorwher) of an upcoming
clause with a possible antecedent, in (2) it iy amithe second clause that the hearer
encounters one. The authors first state that straicgproperties trigger the active search
mechanism as opposed to the occurrence of an umiattchronoun, later, however, they
suggest based on their findings that the procegimdeven before there is evidence for a
potential upcoming antecedent (c.f. p. 406). Speadecode that a pronoun is to be linked to
some element that is its antecedent (“linking”) #mely inherit the properties of the referring
element during an evaluation process (p. 400).

In the study, this proposal for interclausal cataph is not extended to cross-
sentential occurrences, where no such signal septeHowever, as opposed to
reconstruction and delayed processing, an actaelkanechanism is feasible for these
structures as well, due to there being no changjeeimordering of the elements, which are in
want of an antecedent. While not part of a thedrgyatax or semantics per se, the idea of
active prospective search in the study can be leeligng for a semantic analysis of cataphors
as well, inasmuch as it supports a view of cataphertriggers for some active involvement in

interpretation.
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5.2 Dynamic Predicate Logic Meets Update Semantics

This last section explores the possibility of asita treatment of cataphors within the
Dynamic Semantic tradition. The three seminal wanks“Dynamic Predicate Logic”
(Groenendijk & Stokhof, 1991), “Defaults in Upd&emantics” (Veltman, 1996), and
“Coreference and Modality” (Groenendijk, Stokhaidaveltman, 1996).

Dynamic Predicate Logic and Update Semantics (US}ianilar in important ways:
both are systems that adhere to methodological ositipnality, and they both understand
meaning to be the capacity to change either can{@@91 DPL) or information states (1996
US). They, however, differ in the crucial aspeettdpdate Semantics makes it possible to
keep track not only of all the variables introdudegt also of the order in which they appear.
No such referent system is available in the 199%iwe of DPL: as they state it in the article,
Groenendijk and Stokhof “have restrained from eith¥i introducing a notation for
occurrences” (p. 18). “Coreference and ModalityWeleps a framework that is the
combination of Groenendijk and Stokhof’s and Veltrsaseparate works. As such, it adopts
ideas, like that of a referent syst€nfrom “Defaults in Update Semantics” while remaipi
dynamic in nature, claiming that an account of &oajg relations “requires a mechanism to
keep track of the objects talked about and thein&ion gathered about them” (p. 6).

5.2.1 The Framework

The analysis proposed in this section is baseti®framework developed in
Coreference and Modality (1996). Just as it is RiTand the 1991 version of DPL, it is the
hearer’sinformation that it relevant. However, unlike ifRD, where proper names, for
instance, are always introduced in the matrix DR Eijck & Kamp, 1997, p. 192), in the

updated DPL, although it is assumed that interlorsuare aware of what objects constitute

“3 Originally developed in Vermeulen’s “Update Seniesfor propositional texts” (1994),
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the discourse domain, it is allowed that the hebeennaware of the names of these obj&cts.
It is through discourse that interlocutors gairomiation, thereby eliminating possibilities
that do not fit into the updated context (Groengnd@tokhof & Veltman, 1996, p. 6). This
appears to be in line with how active prospecte@sh operates in the case of cataphoric
structures.

The new framework differentiates between informaabout the world and discourse
information. The former is represented by possimeds, which are identified with first-
order models consisting of a set of objects, thealno of discourse, and an interpretation
function. The latter “keeps track of what has btedked about” with the use of the
aforementioned referent system (p. 7). When nearmétion comes along (a new item in the
discourse), it is entered into the system by tleeaipegs which are unique formal objects
that can keep track of discourse referéntss the authors explain:

The use of a quantifierx adds the variableto the variables that are in active use; it

introduces the next peg, and associates the vaxatith that peg. This is how

discourse information grows: extending discourgermation is adding variables and
pegs, and adjusting the association between thei&p
Adding discourse information means updating infdiomastates, thus eliminating
assignments that are incompatible with the newrmédion (p. 6-8).

The notions opossibilitiesandinformation statesire of importance.

5.2 a) possibilities“Let D, thedomain of discourseandW, the set of pssible worldsbe two

disjoint non-empty sets. Theossibilitiesbased o andW is the set of triples(r,g,w,

41t should be noted that the new dynamic framewsirkjlarly to DRT, DPL, and US, is not designed
for anaphoraresolution While there are certain connectives, such as rbgation operator, that inhibit
dynamicity, such restrictions hardly account fditla possible coreference relations, or lack thiere

% As attested in Coreference and Modality, natutahibers are a perfect fit as pegs, because they are

unique and infinite.
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wherer is a referent systeng;is a function from the range ointoD; w € W’ (p. 10).
Possibilities contain individual constants, varesyland n-place predicates.
5.2 b) information staté$ “Let | be the set of possibilities based@@mndW. The set of
information states based brs the seSsuch thas € Siff sC |, andvi,i’ € s:i andi’ have
the same referent system” (p. 10). Again, we mayedard th&V component. Information
states are subsets of possibilities. They encddenmation about possible denotations of
expressions, and about possible values of variables

The definitions of theipdate, extensiomndassignmenare also important for the
forthcoming analysis of cataphors.
5.2 ¢) update“Let r be a referent system with domaiand range.
r[x/n] is the referent system which is liker, except that its domain \sU{x}, its range isn +
1, andr’ (x) =n” (p. 8).
5.2 d) extensiarfLet r andr’ be two referent systems with domaiandv’, and rangen and
n’, respectively.
r' is anextensiorofr, r <r,iff ve v;n<n’;if xe vthenr(x) =r' (x) orn<r'(x); if xg v
andx € v’ thenn<r’ (x)” (p. 9).

5.2 e) assignmentLet | =(r, g, W) € I; nthe range of;d € D,s€ S
i i[x/d] = (r[x/n], g[n/d], w).

ii. xid] = {i[xd] |i € 8" (p. 12).

“® The following four are notable types of informatistatesstate of ignorancéminimal state0: where
all worlds are still possible and there is no digse information)initial states(subsets of the minimal state with
little information about the world, but no availaldiscourse information); trebsurd stat€1, where no possible
world remains), and states tftal information (where only one possibility is left) (Groenendif8tokhof &

Veltman 1996. p. 12-13).
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5.2.2 Analysis

In the 1996 DPL framework, information states a#rive successfully updated with
expressions containing a semantically free (i.ee@dentless) variable, which cataphors are
traditionally thought to be when left in their angl position. The reason such an update fails
is that there is no discourse referent (peg) aasmtiwith the variable that would be assigned
an object against which, in the case of an atoonméilaPXx, propertyP can be checked. For
this reason, a proper in-situ treatment of catapheguires certain modifications to the
original framework. In the following analysis, twovel, but simple solutions are offered
which modify the original system in the followingpects:

1. possible worlds are left out of the semantics,dfege an information state is
understood as a tup{e,G), wherer is a referent system, a@lis a set of variable
assignments;

2. ristwo-sorted” r =r, U ra;

3. r+,x=r U {(nX), wheren is the first smallest natural number available;in

4. r+ax=r U (AX), whereA is the first letter not used i?

5. G[n X is the cylindrical extension @ in the direction ok;

6. G[P, X is the set of alg-s inG such thag(x) is in the extension d?.
5.2.2.1 Route One: No Free Occurrences

The first solution introduces the rulemd free occurrencesvhich states that in a
given discourse, every variable that is newly idtreed brings about the introduction of a
discourse referent (a peg) to the referent sysemddition, once a variable has been added

to the referent system, it can be used later cen) @wpdate happens with an existentially

“" This definition is specific to the second routesirbsection 5.2.2.2.

“8 This definition is also specific to the secondteoim subsection 5.2.2.2.
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quantified formula. This change effectively equaipdating withPx and3xPx, as both lead
to the same outcome.
Q) (r,G)[PX = L {r+{nX),G[PnX]) if xer

I1.{r, G[PnX])} If IN: (X)Er

In casex is not yet in the referent system at the timehefupdate, this rule ensures the
introduction of a new peg:+( .x ). G[PX is the set of all assignmergsuch thag is inG
andg assigns a value in the extensiorPdb the peq, and indirectly to the variable If x is
already in the referent system, no addition is seasy; it is only the value that is altered:
G(Px)eliminates all possibilities that would falsi®x (i.e. when the object associated with
via the peg is not in the extensionR)f Updating with3xPxresults in the same kind of
change in the information state:

(2) (r,G)[3xPA =I. (r+({x),G[PX) (wheren is the next number) Ké¢r;

. {r, G[PX]) if xer
As for the definitions of conjunction—a sequentipate—and implication, they do

not differ from either those in 1991 DPL or in #1896 combination with Veltman’s Default in
Update Semantics.

) (rG)p A ¥ = (.Gl A*

(4) (r,G)[¢p — ¥] =(r, {geG: for all g' such thag'eG', where(r',G")=(r { g} )[«],

G" is nonempty, wher& ,G")=(r,{g'})[ 7]} )

As updates with expressions containing anaphofezence are exactly the same processes
(as can be seen from (1) and (2)), the conditiameiks in the same way as it does in DPL,
thus ensuring that the following DPL equivalencélbgegardless of the modifications:

IXPx— Qx e VX(Px— QX)

“9In the Coreference and Modality version of DPlis thpdate was partial; here it is not.



45

From (1) and (2), the following equivalence alsd¢disan this system:
Px— IxQx< IxPx— Qx

While this route results in successful updateswdaaphoras are involved, the
problem is that it overgeneralizes. In the 199énkavork, updating a state witBPx, where
formerlyx € r, results in the overriding of the former valuex.olin this new approach, every
occurrence ok is associated with the same peg, therefore the sdect in the discourse,
which may be counterintuitive from a strictly logigoint of view; however, if one takes
natural language discourse into consideratios, poissible to claim that uniqueness is a

requirement in a given domain and it is “particutathe context” (Kearns, 2011, p. 68).
5.2.2.2 Route Two: Variable-in-Waiting

The second solution proposes the idegasiable-in-waiting which allows variables
to be unbound, and at the same time to introdudetanm peg into the referent system,
which is—although a discourse referent—kept sepbréitom the active pegs. The function
of an interim peg is to keep track of the variataled the values attributed to them until the
reference of the variable is fixed by the introdorctof a traditional peg.

Rules of update are as folloWs

(1) (r,G)[PX I (r +(aX), G[PaX]) if X & r;
I1.{r, G[PX) if (aX) € T;
. (r, GIPX)} if (X) ET

(2) (r.G)[3xPA

I {r +{(X) ,G[PX]) if xX&r
I (r - (aX) + (X ), G[PX]) if (aX) €T

. 4r = ) + (X ), GIPXD}iF () € 1

0 Note:(r - (aX) + (X ), G(PX)) and(r - (X} + { X ), G(PX)) may be shortened {0 - {,;ax ), G(PX)) and

(r - {mmX ), G(PX)) respectively.
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That is, in (1), if there is nein the referent system (l.), then an interim pggvhereA is the
next free letter in line) associated witls introduced, an¢r, G) pairs in whichP(x) is not

true are eliminated. If there already is an intepieg (l1.), the referent system remains intact,
and there are as many possibilities remainingenugpdated information state, as objects with
propertyP. Similarly for 1/1ll, wherg( .x ) € r, which is the classic case of updating an
information state with an atomic formula in DPL.(R), update happens with an existential
quantifier involved, which normally means that avreeg is to be introduced. This is what
happens in I. whenewas not in the referent system prior to the updatd., where an

interim peg was already in the referent systemy#rable is linked to a new active peg. In
case there was an active pég ) inr (lll.), the referent system deletes that link amstead
links the variable to a new pegyx ). In all three cases, the resulting possibilitinyanclude
objects with property.

It is when one considers conjunction and implarainvolving cataphors that the
introduction of interim pegs really shows the diffiece between the present system and those
upon which it is based, even though the rules i bonjunction and implication remain
unaltered. Conjunction is both internally and exaédlly dynamic, and implication is internally
dynamic. The difference therefore is rooted soielgefinitions (1) and (2), as they allow for
cataphors (semantically free variables) to be assigalue prior to being associated with a
fixed peg, and thus an object. It is an importaatdire of the modified framework that these
values do not disappear with the incoming fixed pegoduced by an indefinite NP
antecedent, for instance) that would—without theppsed modification—override all former
values and associations.

Updating with a conditional results in a univensdding—as it does in the 1996
version of DPL. In botliPx —3xQxand3axPx—Qx, update whem was not originally in the

referent system results in the introduction of & aetive peg+ x and restriction to
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possibilities containing objects with the qualitedd® andQ. When there is an interim peg
(aX) in the referent system, it is replaced by a fiped, while the resulting information state
is still one whereis in the extension of both andQ. When there is a fixed peg in the initial
information state, it is, as it was with interimgsereplaced with a new fixed peg wiRlk and
Qx being true in each resulting state. In esseneegtbre, the updates result in the same
information states, as expected. It should, agmremphasized that these results follow
directly from the definitions in (1) and (2).
5.2.2.3 Sample Analyses

In what follows, two sentences of natural languegeaining cataphoras are analyzed
first with the route one modification ab free occurrenceshen with the route two
modification ofvariable-in-waiting Unfortunately, the most faithful translation bét
sentences leads to updates with formulas thatrésept system is not yet able to handle;
therefore, the analyses here are of simplifiedigassof the original sentences. A sentence of
the form “If it is overcooked, a burger tastes baglsimplified to a formPx — 3xQx and a
sequence of sentences of the form “It was ughyak dirty. A cheap hostel is a bad choice.”
to Px A 3xQx Details of important equivalences follow the gsak.

(1)Px — 3IxQx
l.a No free occurrences

(r,G)[Px— 3xQX =
=(r.{geG: vg': g'€G', where(r',G')=(r.{g} ) [PA,
G" is nonempty, whergr,G")=(r,{g})[3xQx} )
l. if xer:
= (r {geG: if geG[n][Pri, thenG" is nonempty,
where(r(nx),G")=(r+nx,{g})[3xQX} ) =

=(r,{geG: if geG[Pn], then{g}[ Qn|] is nonempty}



1. if xer:
= (r {geG: if geG[Pn], thenG" is nonempty,
where(r,G")=(r.{g})[3xQX} ) =
=(r.{geG: if geG[Pn], then{g}[ Qn] is nonempty})

1b  Variable-in-waiting

(r,G)[Px— 3IxXQNA =
=(r{geG: vg': g'eG’, where(r',G"Y=(r,{ g} )[PX,

G" is nonempty, wher& ,G")=(r,{g'} )[IxQX} )

if xer
=(r,{geG: if geG[A][PA], thenG" is nonempty,
where(r (nax),G")=(r+ ax,{g})[IxQX} ) =

=(r,{geG: if geG[Pn], then{g}[ Qn] is nonempty)

Il. if AXEr
=(r,{geG: if geG[PxX], thenG" is nonempty,
where(r (nax), G")=(r.{ g} )[3xQX}) =

=(r,{geG: if geG[Pn], then{g}[ Qn] is nonempty)

. if XET
=(r,{geC: if geG[Px], thenG" is nonempty
where(r (mmnx), G")=(r {g})[IxQX}) =

=(r,{geG: if geG[Pm], then{g}[ Qm] is nonempty)
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(2)Px A 3xQx
2.a No free occurrences

(r,G)[PxA 3IxQA = (r, G)[PX[IxQNY =
l. if Xe&r
=(r + X, G [N][Pn])[IXQN =

=(r+ x G[n][Pni[Qn])

. if Xer
=(r, G[Pn)[3xQA =
=(r, G[Pnl[Qn])

2.b Variable-in-waiting

(r, G)[PxA 3xQA = (r, G)[PX[3xQX
l. if xer
=(r +ax, G[A][PA])[3xQX =
=(r+ aX +wax, GIN|[PR[QN]) =

= (r+ nx G[n][Pr[Qn]

1. if AXETr
=(r, G[PA)[3xQA =

=(r+ wax, GIPN[N][QnN])

. if nxer
= (r, G[Pn])[3xQA =

=(r + mmx, G[PM[MI[Qn)
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Equivalences:

1.b/l. is the relevant situation for cataphors,strequivalence with the other two
scenarios, whereis already in the referent system (either viardarim peg, or via an active
peg), need not be detailed here. The same is thea wpdating witlxPxA Qx, where 2.b/I.
is the relevant situatiomAlso, in route one (no free occurrences), the emjainces follow
from the update rules f@axPxandPx.

(3) Px — IxQx & IxPx — Qx (eppL YX(PX — QX))
(r,G)[IxPx— QX =
=(r,{geG: vqg': g'eG’, where(r',G")=(r,{ g} )[IxPX,
G" is nonempty, wher& ,G")=(r,{g'})[QX}) =
if Xer

=(r,{geG: if geG[n][ IxPn], thenG" is nonempty,

where(r(mx),G")=(r+ x,{g} )[QX}) =

=(r,{geG: if geG[Pn], then{g}[ Qn] is nonempty)

(4) Px A3xQx & IXPXx A QX (& ppL IXPX A QX)
(r, G)[AxPxA QX = (r, G)[IxPR[QN =
if xer
=(r+nx G [N][P)[QY =

=(r+ nx G[n][PnI[Qn])

5.2.3 Concluding remarks
The advantages of the modifications is that thepaenodate interpretation in situ;
that is, no movement is involved, and catapholisretieive the interpretation they can at the

point at which they are introduced. Furthermoreijrtbontribution to the whole, the value the
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peg (actual peg ino free occurrencesnterim peg invariable-in-waiting assigns them
indirectly, is preserved and is accessible foméet update to go through. In the case of the
variable-in-waitingmodification, the resulting information state ¢eupdated again in the
usual way (with the additional rules that the harglbf interim pegs require). Th free
occurrencemodification brings about a more fundamental cleaf@g discussed at the very
end of subsection 5.2.2.2).

It is true in both route one and route two thatatpd cannot come to a halt when there
are formerly unintroduced variables in the formae updates with. In “Coreference and
Modality” (1996), this is not so. Therefore, thegent suggestions pave the way for an
analysis that reflects natural language discourse rmccurately, where information
processing does not stop upon encountering a proobunknown reference. As subsection
5.1 hopes to show, in such situationsaative prospective seardfegins for an antecedent.
The reflection of this in semantics is what the ifiodtions aspire to achieve.

The following reasons make route two superior tdeamne. In route one, it is not
possible to override the associations between gedvariables. That is, in a sequence such
asaxPx ... Qx ..3IxSx,updating with the second existentially quantifiechiiula cannot
result in the introduction of a new peg, as it repin the 1996 version of DPL. In natural
language discourse, however, it is not uncommothisrto happen. Therefore, the update
rule (2/111) in route two is more successful ingmespect, as the active pgg ©f the first
updateaxPxis replaced by a new active peg)((wherem designates the next available
number) by updating witBxSx Furthermore, in route one, the equivalencExof> IXQx &
IxPx— Qxholds which is not desirable in light of the update esjust discussed. In route
two, on the other hand, this equivalence only haldenx is not associated with an active
peg prior to the first update, which is exactly wbataphoric structures are presumed to be

like.



52

It should be noted that this treatment of cataphmakes no distinction between
“semantic” and “pragmatic” occurrences. As it ighie 1991 and 1996 versions of DPL,
syntactic binding is not a necessary conditiorsEmantic binding. Therefore, examples that
some would consider cases of coreference only (@sittwas ugly. It was dirty. A cheap
hostel is a bad choicewhich is a somewhat complicated and controvecsiaé of
coreference considering the status of indefiniteénphrases in semantics) are analyzed the
same as cases of “binding proper” (suclf &ss overcooked, a burger always tastes had
While less reliant on syntax, this framework dagsetnatural language use and information
processing into account. Thariable-in-waitingapproach allows for a relatively accurate
semantic representation aftive prospective searchlbeit it does not operate with syntactic
constraints in mind.

In this sense, this modified version of DPL witlferent systems (for lack of a better
term) is more autonomous and is at the same tiosecto providing interpretation for a
surface representation than some of the other dignsemantic frameworks are (such as
Dynamic Binding (Chierchia, 1995)). For this reasitie modifications proposed in this
section are an important step to an accurate dynsemantic representation of a hearer’s
interpretation of cataphoric structures in natleauage discourse.

Further research could propose an account of catasvariables-in-waitingwith
R-expression antecedents, such as proper nametefinide descriptions, which are generally
translated as individual constants in the logiaagluage.

The new system could also be extended in a way lartdle cataphors with indefinite
noun phrase antecedents that express generalgzatibe types of examples simplified in the

present analysis.
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6. Conclusion

The purpose of this study was to remove catapmors the realm of neglect and
provide an analysis that paves the way for a glasemantics, more specifically in dynamic
semantics. It was important to first show the cehite which cataphors appear, as one’s
theoretical standing on matters of the syntax-séiceimterface and on the semantics-
pragmatics interface can significantly influence #imalysis of cataphors. The present study
concludes that there need not be a semantic diiéerbetween instances of cataphors
formerly thought of as “semantic” and “pragmatittierefore, both (former) types are treated
the same. It was also important to provide an raétieve to those analyses that handle
cataphors as hidden anaphors (such as DRT, andhidymanding). The last section of this
study thus proposes two new ways of analyzing stras with cataphors, both of which are
compatible with a DPL framework. The two alternatwvere (1) prohibiting semantically
free variables, and (2) introducing interim pegsrassient objects with which syntactically
free variables can be associated. The study coesllog arguing for the latter alternative,
which—although a simple change in the system—ps/@ more refined analysis that has
the ability to account for cataphoric structurethaut changing the order of the cataphor-
antecedent sequence, thus representing more clbeehearer’s interpretation of cataphors in

natural language discourse.
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