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Two subfields of linguistics deal with the ‘sourspact’ of language: phonetics and phonology.
Phonetics studies the production, the acousticertigs and the perception of speech sounds,
while phonology studies tlmund patterng1 language. To put it differently, phonetics lmat
soundsubstanceand phonology is about the sousystemthe way speech sountdsehave’
systematically (in a particular language or in laages in generalPhonology is categorical, i.e.

its rules are clear-cut, ‘black and white’, as oggabto phonetics, which concerns itself with

phenomena that are, by nature, gradual, ‘shadgeypf
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As alphabetical spelling is always an imperfectecfon of sound shape (think of the

several different sounds the let@ican stand for in English: e.pu] go, [p] got, [a] son [1]

women|o:] story, [u:] lose [a2] aton), phonetic phenomena and phonological patternwodre

described irrespective of the spelling.

This course is an introduction phonological analysisour main topic is how sound

patterns can be analysed.

The analysis one comes up with can be interpretédd ways. One may takerealist stance and

claim that the ‘right’ analysis is psychologicaligal in that it is identical to the native speaker’

internalised phonological grammar, i.e. it is wisactually represented or ‘encoded’ in some way in

the native speaker’s mind. Alternatively, one mayaminstrumentalistin claiming that no such

connection between analysis and psychologicaltyeatists: if different analyses can account far th

same facts equally well (i.e. they describe theespattern), then one may be preferred to the ather(

on the grounds of simplicity (which one is the sien@nalysis according to some measure), ‘elegance’

(whatever it means), etc., but not on the basiseafity’. An instrumentalist would argue that we d

not know enough about the human brain to claimdgbamodels are ‘real’ in this sense. Linguists of

the realist inclination claim that phonologicalusisals (recurrent phonological patterns in thddi®r

languages) show what a possible phonological pasdor humans in general, and thus argue for the

psychological reality of the ‘correct’ analysis.

Our principal aim is not so much to single out dimne ‘right’” analysis, or argue about its

interpretation, but

(@)

(b)

to show that phonological analysis is ‘non-ueigoecause, on the one hand, the
possibility of a certain analysis depends on theotétical framework that one
assumes (‘viewpoint creates the object’ to be aeal), and, on the other, even
within the same framework more than one ‘observaliy adequate’ analysis is
frequently possible (an observationally adequagdysis is one that can account for
the facts in a fully explicit way: it can determifug any utterance (sentence) if it is

well-formed or not); and

to give the student an idea of how to argueofargainst a particular analysis, how

to identify the choices, decisions and consequeinee$ved, to weigh the pros and
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cons, the ‘costs and benefits’ of alternative asedyby examining the predictions
particular analyses make and confronting thesdgireds with data so that some of

the analyses may be falsified, i.e. shown to beefal

Throughout the course (which is part of an EngBghprogramme) we shall analyse the sound
pattern of English, primarily that of Southern Stard British English (BrE), but we shall also

frequently discuss General American (AmE) and doocadly mention other accents of English.

1.1. Phonolosical patterns

There are three kinds of phonological patterns Weaim to account for in a phonological

analysis:

(a) allophonic patternsi.e. the distribution of non-contrastive soundtfees.

E.g. L-darkening (when i&/ dark and when is it clear?)

(b) morpho-phonological patternse. the distribution of non-contrastive OR castive
sound features in the allomorphs (alternants) efshme morpheme (i.e. how a
sound feature alternates).

E.g. voicing in the allomorphs of the plural {-g} English (when is the plural

realised a$s] and when is it realised &s]/[1z]?)

(c) phonotactic patterns.e. how sound segments can combine into words.
E.g. which consonants can occur initially in a éiterm cluster at the beginning of

an English word? (e.gi#spl-] is possible in English byit#psl-] is not )



English Phonological analysis — Chapter 1: Intraidunc Page 4

In phonological analysis these patterns are destrib

(i) with reference to twolevels of representationthe phonological/underlying

representation (UR) and the phonetic/surface reptation (SR) and

(i) with reference to their relationship, tleappingof the underlying representation

onto the phonetic representation (i.e. the deovatsee later).

We summarise the properties of the two levels setdption in (1):

(1) The two levels of description

phonetic o phonological

surface representation (SR) o underlying representation (UR)
sounds o phonemes

predictable + unpredictable features o only unpredictable features
redundant + distinctive features o only distinctive features
transcription] ] o transcription:/ /

Each utterance has these two representations.rédetable properties of sound patterns (e.qg.

darkening of1/ in BrE) are not part of the underlying represeattbut are expressed by the

mapping of the underlying representation onto tivéase representation by phonological rules

such as (2) below

2 1—1/__{C #

Thus, the surface representation of an utterant®sts of predictablendunpredictable features

of sound and is basically the utterance as ittisudated/transmitted/heardThe underlying

This is a(n over)simplification: the surface repm@sition also abstracts away from certain
sound properties that belong ‘performance’ (as epddo competence), such as the individual
characteristics of the speakers’s voice, the etieftarious degrees of) drunkenness or fatigue
on pronunciation, hypercorrection/overarticulatehre to nervousness, etc.
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representation, then, is an abstraction thafamlyords’ the unpredictable sound properties, and
thus encodes contrast (i.e. properties that cammally distinguish morphemes/words from one

another.)

The 'AS IF' assumption

The way in which the phonological ‘behaviour’ oalue in the pattern’ is encoded in this
approach can be informally summarised in the ‘ASa¥sSumption. Phonological analyses in

general are based on this assumptions which certdisivo (related) parts

(3) The ‘AS IF’ assumption

a. If two or more units of the phonetic/surface esgntation ‘behave as if they were’ the

same, then thegre the same phonologically/underlyingly.

b. If a unitX of the phonetic/surface representation ‘behakesuinitY, thenXandY arethe

same phonologically/underlyingly in some respect.

In (1a) the expression ‘behave as if they weresime’ means that the two or more units of the
given surface representation do not contrast: againbvious example is dgri and cleaf1]

— they are phonologically the same, namely thenphee/l/ (they are in complementary
distribution and hence, cannot contrast). It isantiivial question how much significance the
analyst should attribute to the presence or theradgsofsurfacecontrast (i.e. minimal pairs),
whether the presence of contrast at the surfaceseadly means the presence of underlying
contrast as well. The answer will essentially detee the ‘distance’ between the two
representations, i.e. hatstractthe underlying representation is. We shall addiesproblem

of abstractness in Chapter 2 (and in passing itidet.2 of this chapter).

In (1b) the expression ‘behaves as’ has a somediffarent meaningX andY are

2You will see in Chapter 3 that this view of the arlgiing representation may be questioned:
contrast may utilise features that are actuallgigtable.
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considered to behave in the same way if they foline same pattern, if they have
similar/identical distributions — in this caseyhmlong to the same category, they are members
of the same class of objects.

A simple example is the English consonant [w]. Rdtimally, [w] is labio-velar, i.e. it has
two places of articulation (two ‘articulatory gests’), a labial one and a velar one.
Phonologically, however, it is clearly a labial damot velar) since it patterns with the labials
phonotactically. Consider the way stops and nominssnorants combine into word-initial

consonant clusters.

(4) Word-initial stop + non-nasal sonorant clusters

1 r w ]

+ + - +
b + + - +
t - + + +
d - + + +
k + + + +
g + + + +

Phonologists explain this pattern by saying thattiissing combinations are those where the two

consonants have the same place of articulatiory @he ‘homorganic’)*/tl/ is not possible
word-initially because both consonants are alveblatrkr/ is possible sincé/ is velar andr/
is post-alveolar. This shows that /w/ is lalplabnologically/underlyinglgince*/pw/ and*/bw/
are missing andpb/ and/b/ are labial (not labio-velar or velar).

Another example isa [a:] in Hungarian. Phoneticallya:] is a central vowel, but

phonologically/underlyingly it is a back one, sint@atterns with the back vowels in vowel

harmony: e.g. the suffix inaz-ban (where the stem vowel &l a:]) is -banjust like in the word
ol-ban where the stem voweld [o:] is phonetically truly back. Thuga:/ is

phonologically/underlyinglypack — even if at the surface it is realised asrdral vowel..

In section 1.2, we give you an illustration of hptwonological analysis works.
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1.2. Example: the phonological analysis of the velar nasal [g] in English

Phonetically, there is nothing special abjayt it is like the other English nasals [m] and (]

three are sonorant, voiced, non-continuant), afidrdifrom them only in place of articulation
(velar as opposed to labial and alveolar, respelgjivDistributionally, howevefy] is curiously
different from the other two. Consider Figure (5):

1.2.1 Limited contrast

(5) The distribution ofn]: limited contrast

ml |01l | e nasals
I. morpheme-initially | #_ | map nap - NO
ii. | morpheme-medially| _V| Emmy any - NO
_C | limp lint link [1mk] NO
iii. | morpheme-finally _# | same swin sung [sAn] YES

As you can see in (4i)n] does not occur morpheme-initially. There are nophemes/words
in English like*[gap], for instance. In this property, it is unique amdhe consonants of

English as all the other consonants can occurisnptbsition?

[p] also does not occur morpheme-medially before aglothhus*[eni] is not a possible
morpheme, see (4ii). (There are very few exceptimaaphemes with a truly morpheme-medial
prevocalidn], notablyhangar['hans], and words ending inrgham e.g.gingham['gmom],
Nottingham['npotipom], etc. Note that words likeinger['sigs], longish ['lonif], hanging
['heenin] etc. are not counterexamples because in theses\uprds not prevocaliavithin the
morphemeince itis always followed by a (strong) morphdraendary[#si#o#], [#lon#1(#],

[#haen#m#].) Again, the fact thdty] does not occur in this position makeg$ unique among

3With the possible exception §], which only occurs initially in a few (typicallgarned)
recent French loans likgenre['3d:ra] .
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the consonants of English: all the other consoneartsoccur in this position.
[n] does occur morpheme-medially before a consonantirek [ligk], tango['teengou],

etc.(2ii). This, however, does not mean that itiasts with the other nasals in this position. The
reason is that (due to another phonotactic com$fraasals must be homorganic with the

following consonant within the morpheme. Thus, preonantally within the morpherg] can
only occur beforék, g/ (which are the other two velar consonants in Ehyh where the other
nasals'm, n/ cannot occur as they are not velars. Note agaivibrds likebanged band],
youngstel'jansta] are not counterexamples because in these Vigids not preconsonantal
within the morphemsaince it is followed by a (strong) morpheme bouwd@#ban#d#],
[#jAn#sto#t], etc.

Morpheme-finally{n] is well-behaved: it does occur and this is the polsition where it
can contrast with the other nasals, cf. the minipaéisin [sin] vs.sing[sig] (5iii).

The distribution of [n] suggests that it belongs to a nasal phoneme disdbrifpat is
distinct from/m/ and/n/ — if one accepts the ‘once a phoneme, always agrhe’ principle.

According to this principle (which was a tenetatdnomic phonology, see Chapter 2), if two
sounds contrast isomeenvironment, their difference shoubklways be assumed to be
distinctive?

However, a phonological analysis [af] should be able to explain its curiously unique
distribution and (consequently) the extremely restd possibility of contrast (its limited
‘functional load’) compared to other English conaots. We should be able to give an analysis
that can connect this with other facts of Englilbbmlogy and come up with a representation

and mapping that explains these facts.

1.2.2 [n] vs. [ng]

Another interesting distributional property canseen if we compare the distribution of ‘plain’

“To put the same thing in a different way: if a sbus assumed to be the allophone of
phoneme X, it must be the allophone of phonemel¥X @mis was referred to as the requirement
of ‘biuniqueness’ by N. Chomsky later).
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[n] (i.e.[n] not followed by velar consonants) gmd plus velar consonant clustefgk, ng]):

(6) ‘Plain’ [n] and[ng] in complementary distribution

[n] [ng] [Dk]
morpheme finally sing[sim] - sink[sigk]
morpheme medially| - anger[zngo] anchor[anks]

As can be seen in ()] and[gg] are in complementary distributiojyjg] neveroccurs before
a morpheme boundary (esing [#si#] but *[#s1ng #], singer[#sm#o#] but *[#sing #o#])
while [n] can occuonly before a morpheme boundary (efqger [#fingo#] but *[#figo#]).

(There are but a handful of counterexamples to (hisn the one hand, the wohéngarand

those ending in irRgham mentioned above, where ‘plaifij] occurs without a following
morpheme boundary, (ii) on the other hand, the wéwdger, stronger, younger, longest,
strongest, youngesdll pronounced withyg], whereg[ng] occurs before a morpheme boundry.
This complementary distributional relationship betw single segments and the clusters
containing them does not generally hold for othegle segments and clusters in English:
compare e.dn] - [gk]: sing[sm], sink[sigk]; [n] - [nd]: money{mani], Monday [mandi],
ten[ten], tend[tend]; [s] - [st]: soul[soul], stole [stoul], decimate]'desimert], estimate
['estimert], miss[mis], mist [mist], etc. Preferably, an analysis should explain tinigjue

relationship betweefy] and[ng].

1.2.3 Pre-[g] vowels

Only the phonologically short vowelki, e, &, u, A, o] can occur beforgy] — there are no

words like*[emgo] or *[01i:n]. (Usually,oink [omk] is cited as the only counterexample. But

*This may be attributed to the different statushefmorpheme boundary before comparative
-er and superlativeest see Chapter 8.
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note thatoinkis not a ‘true’ word, but an onomatopoeic expres3idhis, again, is a unique
characteristic ofy]. Other single consonants place no restriction onleéhgth of the vowel

preceding them — phonologically long and short Vewan equally stand before them: &at

[het] — hate[hert], letter ['leto] — meter['mi:to], etc.

We have seen that in many way$ is distributionally unique among the English camsats.
Let us now review some phenomena that are indepéradén], but can be brought into an

analysis that can account for the singular progeidi[n].

1.2.4 Some independent facts

1.2.4.1. Nasal plus stop clusters
The first of these facts is one that has alrea@yveferred to: the phonotactics of morpheme-
final nasal+stop clusters. Figure (7) shows theibds combinations of nasals followed by stops

at the end of a morpheme.

(7) Word-final nasal-plus-stop clusters

voiceless stop voiced stop
p t k b d g
m limp - - - - -
n - tent - - lend -
] - - lmk - - -

The following two generalisations can be made enbisis of (4) above:

(8) I CasalCrstop) ClUStErs must be homorganic (i.e. agree in plagiéjn the morpheme.

il. Non-coronal voiced stops do not occur after tesarpheme-finally.
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1.2.4.2. Onset clusters and sonority

The second fact concerns the phonotactics of thetoAs is discussed in the chapter on syllable
structure (Chapter 4), onsets have a rising sgnarit English, so syllables like

*[Iper],*[rta1],*[wtist] are ill-formed as opposed to syllables If{ay [ple1], try [trar] and

twist [twist], which are well-formed.

1.2.4.3. The length of vowels before morpheme-final consonant clusters

The last relevant independent fact is about th@plogical length of vowels before morpheme-
final consonant clusters. There is no restrictiarpbonological vowel length befooeronal
clusters (clusters both of whose consonants are coronal)both phonologically long (tense)

and short (lax) vowels can precede a morpheme-fioainal clustermount[maunt], sent
[sent], field [fi:1d], build [b1ld], etc. However, before morpheme-fimain-cor onal clusters

the following restriction applies:

(9) Only the phonologically short vowells e, &, u, A, ] can occur before morpheme-final
non-coronal clusters

Thus, hypothetical English words likg ¢ink] and*[hi:lp] are ill-formed as opposed tank
[teenk] andhelp[help], which are well-formed.

1.2.5. Analysis

Based on the facts discussed in 1.2.1, 1.2.2,,1aB1.2.4 above we can make the following

observation:

(10) [n] behaves as if it were a non-coronal cluster, $ipally, a cluster of a nasal plus a

voiced velar stop
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In accordance with the ‘AS IF’ assumption this neetrat ‘plain’[n] is actually a cluster of a
nasal plus a voiced velar stpponologically /Cp,,.,0/. This means that phonologically, there
is no difference betweeilin] and[ng], since both are underlyingly /C.g/. This makes it
possible to analysfy] as an allophone éfi/ since now (given the assumptions abojug)only
occurs if it is followed by an underlyingg/ or /g/, a position wherén] never occurs (they are

in complementary distribution). Therefofg] (and[ng]) is underlyingly/phonologicallyng/.

1.2.5.1 Benefits

What are the benefits of analysipg] as/ng/? It is an attractive analysis since it manages to
explain (by linking them with independent factsg tlinique properties dfj] we discussed

above.

(i) It can explain why[n] does not occur morpheme-initially (see 1.2.1):abse
morpheme-initially/ng/ would form an onset with falling sonority, whics iil-

formed in general (see 1.2.4.2);

(ii) It can explain why thég/ of /ng/ does not appear phonetically in words Igeg

because non-coronal voiced stops do not occur afieals morpheme-finally in

general (see 1.2.4.1);

(i) It can explain why ‘plain’ [y] and [gg] do not contrast (see 1.2.2): because

phonologically they are the same: both are sunfeaksations of/ng/;

(iv) It can explain why prés] vowels must be short (see 1.2.3): because onlgt sho
vowels can occur before non-coronal consonanterisigh general anhg/ is a non

coronal cluster phonologically.
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1.2.5.2 Costs

What does this analysis ‘cost’ us compared to thedard taxonomic one which analy$g$
as a realisation of the phonerne based on its surface contrast wWith m] in morpheme-final
position?

(i) Theoretically the main item on the costs side is a higher degf@bstractnessThe
phonological representation assumed bydém®er ative analysis proposed in 1.2.5 is more
abstract than the one assumed by the standardaieolapproach. This manifests itself

(@ in the rejection of the ‘once a phoneme alwayhaneme principle’ and, more

importantly, the rejection of the idea tlsafrfacecontrast is a surefire indicator of

underlying/phonological contrast. In the generatarealysis [g] and [n] are
realisations of the same underlying segnadtmough[n] and[n] do contrast at the

surface;
(b) asthe possibility that the location of undertyand surface contrast need not be the

same: there is a surface contrast between thesifig$and[n] in e.g. sing[sim] vs.
sin [sm], but in the generative analysis the underlyingfagical contrast is
‘really’ between the presence vs. the absencg/of'sing/ vs./smn/, i.e. not the

nasals at all!
(i) * Technically, the generative analysis is more complex thartakenomic one. While

the latter only has a simple allophonic rule refegrto[n], according to which the phonermg
is always realised dg)], the generative analysis must have a more compkohanism that
maps underlyingng/ sometimes tdn] and other times tfyg] at the surface.

The difference between the phonological statugdfin a taxonomic and a generative

analysis is illustrated in (10).

®See a detailed discussion of abstractness in QGhzpte
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(11) The phonological status pf] in a taxonomic and a generative analysis

taxonomic analysis| generative analysis
SR UR UR
sin [sim] /sin/ /sm/
sing [sm] /s1y/ /sing/

It must be noted that if we decide that the besefiitweigh the cost, and choose the
generative analysis proposed in 1.2.5, then we mast within a theoretical framework that
allows for the abstractness discussed above. $nbibk we adopt such a framework called

generative phonology

1.3. Generative phonology

Generative phonology implements the ‘AS IF’ assuampin the following way. Phonological
‘behaviour’ is represented by the mapping betwdenghonological representation and the
phonetic representation, i.e. by the mechanisheoiationin which the phonetic (surface)
representation is derived from the phonologicati@rtying) representation by the application
of a set of phonologicalules which aresequentially orderedPhonological rules change
representations by adding predictable propertiggetcepresentation (input) to which they apply.

The generalised format a phonological rule is this:

(12)A—B/C__ D

which means thak changes t® if it is betweernC andD (i.e. CAD—CBD) whereA, B, C and
D may be segments or features &dD may also be morphological or prosodic boundaries o
constituents (e.g. strong (#) or weak (+) morphéméendary, syllable boundary, onset, rhyme

etc.).

Phonological rules are only sensitive to their irdiage input, so if the state of affairs requiredaby
rule i.e. itsstructural descriptioris satisfied by an input at the point in the dation where the rule

is ordered CAD), then the rule applies and changes the inpitamiay described in the rule, i.e. the
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structural chang€CBD).

Thus a generative phonological analysis aims tplar’ the phonological pattern by (i)
identifying what the phonological (underlying) repentation is, (ii) identifying what the
phonological rules are; and (iii) showing how thées apply to derive the phonetic (surface)
representation from the underlying one (by idemdytheir ordering and application). We

illustrate this below usinfy] as an example.

1.3.1 Deriving [n]

Assuming that the underlying representatiofgfis /ng/, we need two rules to account for the
surface distribution/realisation ¢fj]. Nasal Place Assimilation expresses the regularity we

observed in (8i) ¢gplace’ means ‘the same place given elsewhere irutkg:

(13) [nasal]— [aplace] / __ [stopgplace]

Rule (13) applies within the morpheme and makeassalrhomorganic with the following stop.

The other rule i®ost-nasal g-deletion, a special case of the regularity observed in:(8ii

(14) g— 0O /[nasal] _#

Rule (13) deletes /ay/ after a nasal and before a stromprpheme boundary.

The derivations o$ing, singerandfinger are as follows:

‘It is possible to analyse the comparative and tipedative suffixes as having a weak
boundary — hence the presencégifin words likeyounger|'jangs], see Chapter 9.
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(15) underlying representation /#sig#/ [#sig#o#/ /#tingo#t/
(13) Nasal Place Assimilation #sing#H #siygHo#t #fimgo#
(14) Post-nasal g-deletion #sip# #sig#Ho# -
surface representation [sig] [sm9] [fingo]

Note that crucially, (13) has to be ordered be{ary because if thgy/ is deleted first, Nasal
Assimilation cannot apply since its environmenhdslonger satisfied. Given the underlying
representations, the rules and their orderingdj, the surface patterningfof] is accounted for,

i.e. the correct surface forms are derived in a@tles.

1.4. Summary

The main point of this chapter is that an analigsisiderdeterminedly facts: in addition to the
observed facts the possibility of a particular gsialis crucially determined by (i) tiigeoretical
frameworkone adopts and (ihow muchimportance one attributes whichfacts — and this
latter, at least partially, also derives from thedretical framework (this is what is meant by
‘viewpoint creates the object’). To take the exaenpi[y], if the analyst adopts a taxonomic
framework, then (s)he will see the surface contfag. betweersin vs. sing essentially
important and the analysis will treat the factscdssed in 1.2.1, 1.2.2, 1.2&hd their
relationship to those discussed in 1.2.4.1, 1.A4d1.2.4.3 as accidents (and thus irrelevant).
If however, the analyst adopts the framework ofegative phonology, then the facts discussed
in1.2.1,1.2.2, 1.2.3 and their relationship tos#ndiscussed in 1.2.4.1, 1.2.4.2 and 1.2.4.3 can
be seen essentially important, facts that the arsatgust account for while the actual surface

contrast betweesin [sin] vs.sing[sig] is no more than a by-product of the mapping.
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1.5. Checklist

% phonology vs. phonetics

* allophonic patterns

% morpho-phonological patterns

* phonotactic patterns

% underlying representation

* surface representation

% derivation/mapping

% contrast

% the distribution ofn]

% the taxonomic analysis ¢f]

% the generative analysis f]

% generative phonology

* generative phonological analysis
% the formalism of phonological rules
* rule ordering

* Nasal Place Assimilation

* Post-nasal g-deletion

% ‘viewpoint creates the object’

* ‘once a phoneme, always a phoneme’ principle.
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